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[bookmark: _Ref521334010]Introduction
In RAN #94-e meeting, AI/ML for NR air-interface was agreed and the several objectives were approved in the SID [1]. In RAN1 #109-e and RAN1 #110 meeting, sub use cases for AI/ML based CSI feedback enhancement were discussed, and following agreements and conclusions were achieved [2, 3]:
	Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 
Conclusion
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 
Conclusion
CSI-RS configuration and overhead reduction is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion
Resource allocation and scheduling is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination
Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 
Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  


In this contribution, sub use cases other than spatial-frequency domain CSI compression using two-sided AI model for AI/ML based CSI feedback enhancement are analyzed. We also provide our views on separate training, and potential spec impacts of AI/ML based CSI feedback.
Discussion
Sub use cases
For AI/ML-based CSI feedback, spatial-frequency domain CSI compression using two-sided AI model was selected as one representative sub use case in RAN1 #109-e meeting. The following sub use cases are still open:
· Temporal-spatial-frequency domain CSI compression using two-sided model;
· Improving the CSI accuracy based on traditional codebook design using one-sided model;
· CSI prediction using one-sided model;
· Joint CSI prediction and compression.
Temporal-spatial-frequency domain CSI compression
Temporal-spatial-frequency domain CSI feedback takes the temporal correlation across multiple CSI reporting instants into consideration in addition to the conventional spatial-frequency domain CSI compression. For the sub use cases involve temporal-spatial-frequency domain CSI feedback, conventional spatial-frequency domain CSI compression is used in the CSI reporting instant for initial/reference channel(s) and temporal-spatial-frequency domain CSI feedback is used in other CSI reporting instants. For temporal-spatial-frequency domain CSI feedback, differential CSI(s) of channel in current reporting instant and channel(s) in history reporting instant(s) are reported. When the temporal correlation of the reporting instants is high, the overhead of differential CSI feedback is expected to be lower than that of absolutely spatial-frequency domain CSI feedback. A typical structure of temporal-spatial-frequency domain CSI feedback is shown in Figure 1.
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[bookmark: _Ref110948837]Figure 1: An illustration of temporal-spatial-frequency domain CSI feedback
Although compared to AI/ML based spatial-frequency domain CSI feedback, AI/ML based temporal-spatial-frequency domain CSI feedback can further reduce the overhead of CSI feedback in the scenarios with medium or high temporal correlation among CSI reporting instants, there are several challenges. Firstly, more efforts for data collection are needed. For each training sample, a series of channels have to be collected and one or more channels have to be labelled. Secondly, the complexity of AI/ML model would be increased since channels of multiple instants would be involved. Finally, the baseline is hard to be determined. Since temporal-spatial-frequency domain CSI feedback can be seen as a further enhancement for spatial-frequency domain CSI feedback, spatial-frequency domain CSI feedback for all CSI reporting instants might be used as baseline. However, it is hard to define a common AI/ML model for spatial-frequency domain CSI feedback as baseline at this stage. Now that spatial-frequency domain CSI feedback has been selected as a sub use case in Rel-18, maybe temporal-spatial-frequency domain CSI feedback can be studied in a later release.
Observation 1: Compared to spatial-frequency domain CSI feedback, AI/ML based temporal-spatial-frequency domain CSI feedback reduces the overhead of CSI feedback in the cost of higher complexity of AI/ML model and more efforts for data collection. 
Improving the CSI accuracy based on traditional codebook design using one-sided model
AI/ML based CSI accuracy improvement based on traditional codebook design using one-sided model can be deployed at UE side or network side. An illustration of that deployed at UE side is provided in Figure 2. In traditional CSI acquisition framework, the accuracy of channel estimation depends on the level of SINR. When SINR is at a low level, the channel estimation is not accurate. This would cause inaccurate CSI. By replacing the traditional CSI acquisition module at UE side with an AI/ML model, the impact of noise and interference may be mitigated, so the accuracy of CSI can be improved. Since traditional CSI feedback content is used and both training and inference of the AI/ML model can be implemented at UE side, no spec enhancement is needed for this sub use case. 
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[bookmark: _Ref110948871]Figure 2: AI based CSI feedback acquisition based on traditional codebook design at UE side
For the sub use case with AI/ML based CSI accuracy improvement based on traditional codebook design at network side, AI/ML model is used to acquire more accurate channel state information. As high precision CSI should be labelled for this sub use case, the only potential spec impact of this sub use case is high precision CSI collection for training. For spatial-frequency domain CSI compression using two-sided AI model, if the AI/ML model is trained at network side, high precision CSI should also be collected. That means if spatial-frequency domain CSI compression using two-sided AI model is specified, high precision CSI collection would be supported. Then AI/ML based CSI accuracy improvement based on traditional codebook design at network side can be enabled without additional specification impact. Since the potential spec impacts of spatial-frequency domain CSI compression using two-sided AI model would be invested in Rel-18, spending efforts on this sub use case in Rel-18 is not preferred.
Observation 2: Improving the CSI accuracy based on traditional codebook design at UE side can be up to UE implementation. The potential spec impact of improving the CSI accuracy based on traditional codebook design at network side is high precision CSI collection for training, which is already included in spatial-frequency domain CSI compression.
CSI prediction using one-sided model
AI/ML based CSI prediction can be used to reduce RS/CSI feedback overhead and/or improve system performance. There are several branches for this sub use case:
· Alt 1: AI/ML based CSI prediction in time domain
· Alt 2: AI/ML based DL/UL CSI prediction via UL/DL RS
· Alt 3: AI/ML based spatial/frequency/time domain CSI prediction through partial information
For Alt 1, AI/ML model is used to predict the CSI for a future time instant. It can be applied at UE side or at the network side. The procedure of AI/ML based time domain channel prediction applied at UE side and network side are shown in Figure 3 and Figure 4 respectively. 
When the AI/ML model is applied at UE side, the AI/ML model can be used to predict the CSI for a future instant for DL or used to predict the UL precoding for a future instant. For such case, AI/ML related training can also be conducted at UE side. When the AI/ML model is applied at gNB, the AI/ML model can be used to predict future CSI/scheduling. For such case, AI/ML related training can also be conducted at gNB side.
For Alt 1, when AI/ML model training and inference are conducted at the same side, AI/ML model transfer between UE and gNB is not needed. However, if the AI/ML model is trained at one side, but inference is conducted at the other side, AI/ML model transfer between UE and gNB is necessary. 
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[bookmark: _Ref110948897]Figure 3: AI/ML based CSI prediction for future at UE side
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[bookmark: _Ref110948907]Figure 4: AI/ML based CSI prediction for future at gNB
Both Alt 1 and BM-Case2 for beam management perform temporal prediction based on historic measurement results, therefore they have the same collaboration levels, similar data collection procedures and similar algorithms. Since BM-Case2 has been agreed to be studied in Rel-18, most of designs of it can be extended to Alt 1. In order to avoid duplicated work, we prefer to study Alt 1 after most conclusions on BM-Case2 are achieved.
Observation 3: AI/ML based CSI prediction in time domain and BM-Case2 have the same collaboration levels, similar data collection procedures and similar algorithms.
For Alt 2, AI/ML model is used to predict UL CSI through DL RSs, or predict DL CSI through UL RSs. It can be applied in various scenarios, e.g., scenarios with partial UL/DL reciprocity (e.g. in FDD), scenarios with remarkable calibration errors, or scenarios with asymmetric antenna configurations. Similar as Alt 1, for Alt 2, both training and inference of AI/ML model can be conducted at the same side or at different sides. When training and inference are conducted at different sides, AI/ML model related information exchange between UE and gNB is needed. The procedure of AI/ML model applied at UE side and network side are shown in Figure 5 and Figure 6 respectively. As shown in the figures, when the AI/ML model is applied at UE, UL channel can be predicted based on the channel estimation of CSI-RS, and then UL precoding can be acquired. When the AI/ML model is applied at gNB, DL CSI/scheduling can be predicted based on the channel estimation of SRS.
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[bookmark: _Ref110948924]Figure 5: AI/ML based UL prediction via CSI-RS at UE
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[bookmark: _Ref110948928]Figure 6: AI/ML based DL prediction via SRS at gNB
Since whether Alt 2 can achieve similar performance as that of DL/UL CSI feedback for DL/UL directly is not clear and the applicable scenario is limited, low priority is preferred.
Alt 3 is the case of full channel information prediction from partial channel information in spatial/frequency/time domain. For this sub case, AI/ML related inference can be conducted at one side of network or UE. 
Take predicting CSI of all ports from partial port measurements as an example. If the AI/ML model is applied at UE side only, as the example shown in Figure 7, the input of the AI/ML model is the channel estimation of CSI-RS of partial ports, and the output of the AI/ML model is the CSI feedback corresponding to all ports, i.e. UE uses AI/ML model to predict the CSI corresponding to all ports with CSI-RS of partial ports. Then gNB can use the full CSI for the subsequent scheduling. If the AI/ML model is applied at gNB only, as the example shown in Figure 8, for a traditional UE reporting the CSI corresponding to partial ports, gNB can use AI/ML model to figure out CSI corresponding to all ports. 
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[bookmark: _Ref110948951]Figure 7: Channel prediction from partial ports to full ports at UE side
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[bookmark: _Ref110948966]Figure 8: Channel prediction from partial ports to full ports at gNB
Both Alt 3 and BM-Case1 for beam management are doing large range prediction based on small range measurement results, so they have lots of similarity, such as same collaboration levels and similar algorithms. In order to avoid duplicated work, we prefer to study Alt 3 after most conclusions on BM-Case1 are achieved.
Observation 4: AI/ML based spatial/frequency/time domain CSI prediction through partial information and BM-Case1 have the same collaboration levels, similar data collection procedures and similar algorithms.
Joint CSI prediction and compression
Joint CSI prediction and compression takes the advantages of both CSI prediction and compression using AI/ML approach. It can be seen as a further enhancement for AI/ML based CSI prediction or a further enhancement for AI/ML based CSI compression. Since AI/ML based CSI prediction is not selected as a typical sub use case for CSI feedback in Rel-18 yet, we prefer to set joint CSI prediction and compression with lower priority than CSI prediction and CSI compression.
Observation 5: Joint CSI prediction and compression can be seen as a further enhancement for AI/ML based CSI prediction or a further enhancement for AI/ML based CSI compression.
Based on the discussions above, we have following proposals on sub use cases for AI/ML based CSI feedback:
Proposal 1: The following sub use cases for CSI feedback are not considered in Rel-18:
· [bookmark: _GoBack]Temporal-spatial-frequency domain CSI compression;
· Improving the CSI accuracy based on traditional codebook design using one-sided model;
· AI/ML based DL/UL CSI prediction via UL/DL RS
· AI/ML based spatial/frequency/time domain CSI prediction through partial information;
· Joint CSI prediction and compression.
Proposal 2: The sub use case of AI/ML based CSI prediction in time domain is deprioritized in Rel-18.
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In RAN1 #110 meeting, the following agreement on AI/ML model training collaborations was achieved:
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 


Type 1 is an attractive solution that may have best performance in theory. However, it also has several challenges:
1) AI/ML model for CSI feedback is expected to be privately owned by network or UE. Transferring AI/ML model may cause privacy problem. 
2) The AI/ML model trained in one side may not well match the hardware platform of the other side. Since the AI/ML model is not optimized for the hardware platform in the other side, when part of AI/ML model runs in the other side, low operating efficiency, high power consumption and large operating delay may incur.
3) If the AI/ML model is transferred through air interface directly, a common model representation format (MRF) would be needed to transfer programming languages between network and UE. If MRF is not specified but arranged proprietarily among UE vendors and network vendors, large effort will be required but fragmentation of the marker still exists. If MRF is a 3GPP-based MRF, unfortunately, there is no such MRF for wireless communication systems in 3GPP at present.
Type 2 is a joint training scheme with training related information (e.g. forward propagation values, backward propagation values, etc.) exchange for each training loop. Such strategy may bring heavy burden in air interface.
Type 3 is an attractive solution that can avoid model transfer. For separate training, each side trains at least partial of the two-sided AI/ML model (i.e., generation part at UE side, and reconstruction part at network side) separately. Candidate solutions for separate training include sequential training and parallel training:
· Sequential training: Sequential training means the AI/ML model for CSI generation in the UE side and the AI/ML model for CSI reconstruction in the network side are trained sequentially. According to different starting sides for the training, two representative sequential training methods are as follows：
· Alt 1, network first: 
· In the training stage, the network side trains an AI/ML model #A including generation part #A+ reconstruction part #A with dataset #A of {channel}, and then generates dataset #B of {channel, target CSI} based on the generate part #A, where the “channel” is the input of the generation part, and “target CSI” is the output of the generation part #A. Then dataset #B is transmitted to the UE side, and an AI/ML model #B (for CSI generation) would be trained by the UE side based on dataset #B, with “channel” as the input of the AI/ML model #B, and “target CSI” as the output of the AI/ML model #B. 
· In the inference stage, the UE side uses AI/ML model #B and the network side uses reconstruction part #A.
· Alt 2, UE first: 
· In the training stage, the UE side trains an AI/ML model #A including generation part #A+ reconstruction part #A with dataset #A of {channel}, and then generates dataset #B of {channel, target CSI} based on the generate part #A, where the “channel” is the input of the generate part #A, and “target CSI” is the output of the generate part #A. Then dataset #B is transmitted to the network side, and an AI/ML model #B (for CSI reconstruction) would be trained by the network side based on dataset #B, with “channel” as the output of the AI/ML model #B, and “target CSI” as the input of the AI/ML model #B. 
· In the inference stage, the UE side uses generation part #A and the network side uses AI/ML model #B.
· Parallel training: Parallel training means the AI/ML model in the UE side and the AI/ML model in the network side are trained separately, with no sequential order. One example of using AI/ML model with parallel training is as follows:
· In the training stage, the UE side trains an AI/ML model #A for CSI generation with dataset #A of {channel, target CSI}, where the “channel” is the input of the model #A, and “target CSI” is the output of the model #A, and the network side trains an AI/ML model #B for CSI reconstruction with dataset #B of {channel, target CSI}, where the “channel” is the output of the model #B, and “target CSI” is the input of the model #B. The dataset #A and dataset #B can be the same or not.
· In the inference stage, the UE side uses AI/ML model #A and the network side uses AI/ML model #B.
Consider a usual case that multiple UEs are served by one network. For Alt 1 of sequential training, the network will maintain one AI/ML model for CSI reconstruction, and each UE will maintain one AI/ML model for CSI generation, too. For Alt 2 of sequential training, each UE still maintains one AI/ML model for CSI generation, but the network may need to maintain multiple AI/ML models for CSI reconstruction, since dataset #B from different UEs may be different, so as the trained AI/ML models. For parallel training, the situation is similar to Alt 1 of sequential training, i.e. each UE or network only needs to maintain one AI/ML model.
For sequential training, a data for dataset #B comprises both “channel” and “target CSI”, therefore reduce the size of dataset #B is beneficial for saving transmission payload of training data. Whether the number of data in dataset #B can be smaller than that for dataset #A can be studied. Besides, the following issues can be considered for separate training:
· Which above alternative can work better;
· Whether the network side and UE side can use different AI/ML model structures (e.g. one side uses transformer and the other side uses ResNet).
Proposal 3: Study the following aspects on separate training for spatial-frequency domain CSI compression:
· The performance of sequential training and parallel training;
· Whether the network side and the UE side can use different AI/ML model structures (e.g. one side uses transformer and the other side uses ResNet);
· Whether different size of dataset can be used by the network and the UE for AI/ML model training;
· Mechanisms on training dataset collection & transfer.
Potential spec impacts
Data collection
For AI/ML based CSI feedback, data collection is involved by AI/ML model training, inference, updating and monitoring. 
Data collection and dataset transfer for AI/ML model training and updating
Regardless of which training collaboration is adopted and which type of CSI is compressed, the data for AI/ML model training could be obtained based on the estimated DL channel by the UE side, and CSI-RS can be used as the reference signal for data collection for training. 
Proposal 4: For spatial-frequency domain CSI compression using two-sided AI model, CSI-RS is used as the reference signal for obtaining data for training.
For training collaboration Type 1 with the training deployed at the UE side, the UE can collect data for model training based on CSI-RS resources by itself. Then no dataset transfer for training is needed. However, the latency of data collection for training may be quite large to generate large enough dataset which can cover diverse channel conditions. Otherwise the trained AI/ML model will be lack of robustness and generalization. In order to ensure the diversity of channel conditions for training dataset, it is possible that the network side takes responsibility to collect estimated DL channels/pro-processed DL channels from multiple UEs for training dataset generation, and then transmits the generated dataset to UEs for model training. 
For training collaboration Type 1 with the training deployed at the network side, it is natural for the network to generate dataset for training by collecting data from UEs.
For training collaboration Type 2, the network and the UE uses same dataset for training. The dataset for training can be generated by the network, with data collected from UEs. 
For training collaboration Type 3, the CSI generation part and the CSI reconstruction part are separately trained at two sides, as illustrated in section 2.2. Besides the input of CSI generation part/output of CSI reconstruction part, the “target CSI” is also needed as the label for training for at least one side. For sequential training, since it is hard for UE to collect enough data for training a robust AI/ML model, dataset #A should be generated by the network by collecting data from UEs. Then dataset #A can be transmitted to UEs (for Alt 2) or be used to generate dataset #B of {Channel, target CSI} (for Alt 1). For Alt 2, dataset #A is transmitted to UEs by the network, and dataset #B of {Channel, target CSI} is generated by the UE and is transmitted back to the network for training CSI reconstruction part. For Alt 1, dataset #B is generated by the network, which can be transmitted to the UE for training CSI generation part. For parallel training, the dataset of {Channel, target CSI} can be generated by the network, with the data of {Channel, target CSI} collected from multiple network sides and/or UE sides, or even provided by a third part entity. On how to generate {Channel, target CSI}, one possible way is to apply similar scheme as that for sequential training.
In summary, for all training collaboration types, it is much more appropriate for the network to collect CSI data from UEs for training dataset generalization. For some training collaboration types, the dataset corresponding to the collected CSI data (i.e. dataset #A) may need to be transferred to UEs. For training collaboration type 3, the data of {Channel, target CSI} may also be collected for training dataset generalization, and the transfer of dataset of {Channel, target CSI} between the network and the UE is needed.
Proposal 5: At least for AI/ML based CSI feedback with joint training, the training dataset is generated by the network side, e,g. by collecting CSI data from UEs.
Proposal 6: For AI/ML based CSI feedback, collecting high accuracy CSI from UEs by the network should be supported.
Proposal 7: For training collaboration type 1 with the AI/ML model training deployed at the UE side and training collaboration type 3, the training dataset should be transferred from the network side to the UE side.
Although any formats of input of CSI generation part can be derived from raw channel, for training data collection, collecting the CSI data with the same format as the input of CSI generation part is more preferred. To be specific, if the input of CSI generation part is raw channel, the raw channel is collected; if the input of CSI generation part is the eigenvector of the raw channel, the eigenvector is collected. That’s because the size of raw channel is usually large and resource consuming, while the input of CSI generation part is extracted from raw channel and thus with smaller size in general.
Proposal 8: For data collection for AI/ML model training, the collected CSI data has the same format as the input of CSI generation part.
The performance upper bound of the AI/ML model for CSI feedback is limited by the accuracy of the data for AI/ML model training. Therefore the data for AI/ML model training should have higher accuracy than traditional CSI feedback. If the data for AI/ML model training is collected by the UE side and transferred to network, the quantization scheme for the collected data should be carefully considered. For training schemes with data collection of “target CSI”, similar coding scheme for “target CSI” as that used for AI/ML based CSI feedback in the inference stage can be considered.
Proposal 9: For AI/ML based CSI feedback, if the data for AI/ML model training is collected by the UE and transferred to network, study the quantization scheme for the collected CSI data.
For the framework of reporting CSI data for AI/ML model training from the UE side to the network side (i.e. configuration, triggering for data collection, etc.), one alternative is reusing the traditional CSI feedback framework. Then a new CSI feedback quality is needed, since the format and/or the quantization scheme of training data can be different to the traditional CSI feedback. If there is new CSI feedback framework that can collect training data more efficiently, it can also be considered.
Proposal 10: For reporting CSI data for AI/ML model training, study whether to reuse traditional CSI feedback framework, or introduce a new CSI feedback framework.
Data collection for AI/ML model inference
In current NR systems, CSI-RS resources are used for CSI acquisition. At least for the sub use case of spatial-frequency domain CSI compression using two-sided AI model, CSI-RS resource can be used for CSI acquisition. For AI/ML model based CSI feedback, the traditional CSI reporting framework can be reused, with new reporting quality defined for AI/ML based CSI feedback.
Proposal 11: For spatial-frequency domain CSI compression using two-sided AI model, CSI-RS resource is used for CSI acquisition.
Proposal 12: For spatial-frequency domain CSI compression using two-sided AI model, the traditional CSI reporting framework can be reused, and a new reporting quality is defined for AI/ML based CSI feedback.
Data collection for AI/ML model monitoring
Since the performance of AI/ML model is highly related to the similarity of the deployment propagation condition and the propagation condition of training dataset, AI/ML model quality monitoring is very important. For AI/ML model monitoring, which data should be collected is related to the monitored metrics and at which side(s) the monitoring is performed. As analysis in section 2.3.3, the following metrics can be considered for AI/ML model monitoring:
· BLER of PDSCH;
· ACK/NACK of PDSCH;
· Intermediate KPI (e.g. SGCS, NMSE).
If AI/ML model is monitored by the UE side with BLER of PDSCH, or by the network side with ACK/NACK of PDSCH, it is possible that they can collect data for AI/ML model monitoring by themselves, and no assistant signaling is needed. If the intermediate KPI is adopted as the metric, cooperation between UE side (CSI generation part) and network side (CSI reconstruction part) may be needed. If the performance of the AI/ML model is monitored by the network, delivering raw channel information or the input of CSI generation part to the network side by the UE side may be needed.
Proposal 13: For AI/ML based CSI feedback, study the assistant information needed to be collected for AI/ML model monitoring. 
Model transfer
For AI/ML model training collaboration Type 1/2, whether there is spec impact on model transfer has to be considered. If the AI/ML model is transferred through air interface directly, a common model representation format (MRF) would be needed to transfer programming languages between the network side and the UE side. The following aspects can be considered for model transfer for AI/ML-based CSI feedback:
· Full or partial model: Whether full model is transmitted (e.g. by a common MRF) or only part of the parameters of the model is transmitted.
· Periodicity/trigger: Just as CSI feedback, whether model transfer is performed periodically or triggered by some events.
· Latency and reliability requirements: To guarantee the performance of CSI feedback, what is the required latency and reliability for model transfer.
· Model representation format (MRF): What is the suitable MRF for AI/ML model in CSI feedback enhancement, and whether it should be 3GPP-based MRF or non-3GPP-based MRF. 
Proposal 14: Study the spec impacts of AI/ML model transfer for AI/ML model training collaboration Type 1/2, with the following aspects considered:
· Full or partial model transfer;
· Periodicity/trigger;
· Latency and reliability requirement;
· Model representation format (MRF).
[bookmark: _Ref115289217]Model monitoring
The propagation environment in the system may change due to varying factors, e.g. moving of UE and new obstacles. Due to large change of propagation environment, the performance of AI/ML based CSI feedback may deteriorate dramatically. In order to avoid long time performance degradation, AI/ML model quality monitoring is needed, and some actions should be taken when the AI/ML model becomes invalid. 
For AI/ML based CSI feedback, the AI/ML model quality can be monitored by UE side, network side or both sides. If the AI/ML model is monitored at UE side, the BLER of PDSCH can be used as the monitoring metric. If UE is deployed with both CSI generation part and CSI reconstruction part, intermediate KPI such as SGCS can also be used for model monitoring. If the AI/ML model is monitored at gNB side, the ACK/NACK of PDSCH can be used for AI/ML model monitoring. If the network is deployed with both CSI generation part and CSI reconstruction part, intermediate KPI also can be used for model monitoring. It is also possible that the UE reports the assistance information, e.g. high resolution CSI, to the network for calculating intermediate KPI. Therefore which side takes responsibility on model quality monitoring and which metric is used for AI/ML model monitoring should be studied.
Proposal 15: Study mechanisms on model quality monitoring for AI/ML based CSI feedback, with the following aspects considered:
· Which side takes responsibility on model quality monitoring, e.g. at UE side, at network side, or both;
· The metric for AI/ML model monitoring (e.g. BLER of PDSCH, ACK/NACK of PDSCH, intermediate KPI)；
· The scheme of model quality monitoring.
The spec impact of the procedures after AI/ML model monitoring should also be considered. For example, when the applying AI/ML model is monitored to be not work well, which procedure is processed should be studied. Some candidate procedures include updating the AI/ML model, switching the AI/ML model to another one, and fall back to traditional codebook based CSI feedback, etc. In order to process the procedures, some signaling exchange between the network side and UE side may be needed.
Proposal 16: For AI/ML based CSI feedback, study spec impacts of procedures following AI/ML model monitoring, e.g. model update/switching/fallback.
Configuration and content for AI/ML based CSI reporting
In Rel-17, a UE can be configured with multiple CSI-ReportConfig Reporting Settings, one or multiple CSI-ResourceConfig Resource Settings, and one or two list(s) of trigger states. Each CSI Resource Setting CSI-ResourceConfig contains a configuration of a list of CSI Resource Sets for channel and optionally for interference. Each trigger state in the list contains one or a list of associated CSI-ReportConfigs. A CSI reporting corresponds to a CSI-ReportConfig can be RRC configured, or semi-persistent activated or dynamic triggered by the network. For AI/ML based CSI feedback, same CSI feedback framework as that in Rel-17 can be considered.
Proposal 17: For AI/ML based CSI feedback, the same CSI reporting framework as that in Rel-17 for codebook based CSI feedback can be reused.
For spatial-frequency domain CSI compression using two-sided AI model, the input of the CSI generation part is compressed by the CSI generation part and recovered by the CSI reconstruction part, with the output of the CSI generation part is transferred to the CSI reconstruction part. There are several candidate formats for the input of the CSI generation part, e.g. raw channel, eigenvector of raw channel, or W2 of Rel-16 Type II CSI framework based on spatial- and frequency-domain DFT codebooks. Unless only one of the formats is specified, for training collaboration type 1 with AI/ML model trained at the network side, the format and dimension of the input of the CSI reconstruction part should be informed to the UE side; for training collaboration type 1 with AI/ML model trained at the UE side, the format and dimension of the output of the CSI reconstruction part should be informed to the network side; for training collaboration type 3, the side(s) receives dataset of {channel, target CSI} has to know the format and the dimension of the CSI data in the dataset. Therefore whether the format and dimension of the input of CSI generation part and the output of the CSI reconstruction part should be specified depends on the training collaboration types.
Observation 6: Whether the format and dimension of the input of CSI generation part and the type and dimension of the output of the CSI reconstruction part should be specified depends on the training collaboration types.
Regarding the content of AI/ML based CSI reporting, at least the compressed CSI should be reported. In MIMO system, the gain of increasing precoding accuracy for high ranks would be much lower than that for low ranks, and the probability of scheduling UEs with high ranks would be lower than that for low ranks. Therefore allocating much higher payloads for high ranks than low ranks is not necessary. For DL Type II codebook based CSI feedback in NR systems, the overheads of PMI feedback for rank 3, 4 are comparable to that for rank 2. The same principle is preferred for AI/ML based CSI feedback, i.e. the overheads of PMI feedback for rank 3, 4 are also expected to be comparable to rank 2.
Proposal 18: For AI/ML based PMI feedback, the overheads of PMI feedback for rank 3 and rank 4 are expected to be comparable to rank 2.
For AI/ML based CSI feedback, accompanied with the compressed CSI, CQI and RI also should be reported. The reporting scheme of CQI and RI can be the same as that in Rel-17 for codebook based CSI feedback. Note that the mechanism of CQI and RI determination for AI/ML based CSI feedback maybe different to that for codebook based CSI feedback. In Rel-17, CQI shall be calculated conditioned on the reported PMI, RI, and PMI shall be calculated conditioned on the reported RI. For AI/ML based CSI feedback, CQI cannot be calculated conditioned on the output of the CSI generation part. Take the input type of the CSI generation part is eigenvector as an example, the following candidate calculation methods can be considered:
· Option 1: The CQI is calculated conditioned on the reconstructed precoder (i.e. the output of the CSI reconstruction part);
· Option 2:  The CQI is calculated based on the reported RI and the corresponding eigenvector(s) of the channel.
Proposal 19: For AI/ML based CSI feedback, CQI and RI are reported accompanied with the AI/ML based CSI feedback.
Proposal 20: For AI/ML based CSI feedback, if the eigenvector(s) of the channel is used as the input of the CSI generation part, the following CQI calculation methods are considered:
· Option 1: The CQI is calculated based on the reconstructed precoder (i.e. the output of the CSI reconstruction part);
· Option 2:  The CQI is calculated based on the reported RI and the corresponding eigenvector(s) of the channel. 
Quantization
If the quantizer and dequantizer are inside the AI/ML model, specifying quantization for the AI/ML based CSI feedback (i.e., the output of the CSI generation part) would not be needed. If the quantizer and dequantizer are outside the AI/ML model, the quantization for the AI/ML based CSI feedback is needed. 
Proposal 21: Study whether the quantizer and dequantizer are inside the AI/ML model.
If CQI is reported, the quantization of CQI for AI/ML based CSI feedback can be the same as that in Rel-17 for codebook based CSI feedback.
Proposal 22: For the CQI reporting for AI/ML based CSI feedback, the same quantization schemes as that in Rel-17 for codebook based CSI feedback is considered.
Conclusions
In this contribution, we provided our analysis on sub use cases for AI/ML based CSI feedback, separate training, and spec impacts of AI/ML based CSI feedback. We have the following observations and proposals:
Observation 1: Compared to spatial-frequency domain CSI feedback, AI/ML based temporal-spatial-frequency domain CSI feedback reduces the overhead of CSI feedback in the cost of higher complexity of AI/ML model and more efforts for data collection. 
Observation 2: Improving the CSI accuracy based on traditional codebook design at UE side can be up to UE implementation. The potential spec impact of improving the CSI accuracy based on traditional codebook design at network side is high precision CSI collection for training, which is already included in spatial-frequency domain CSI compression.
Observation 3: AI/ML based CSI prediction in time domain and BM-Case2 have the same collaboration levels, similar data collection procedures and similar algorithms.
Observation 4: AI/ML based spatial/frequency/time domain CSI prediction through partial information and BM-Case1 have the same collaboration levels, similar data collection procedures and similar algorithms.
Observation 5: Joint CSI prediction and compression can be seen as a further enhancement for AI/ML based CSI prediction or a further enhancement for AI/ML based CSI compression.
Observation 6: Whether the format and dimension of the input of CSI generation part and the type and dimension of the output of the CSI reconstruction part should be specified depends on the training collaboration types.
Proposal 1: The following sub use cases for CSI feedback are not considered in Rel-18:
· Temporal-spatial-frequency domain CSI compression;
· Improving the CSI accuracy based on traditional codebook design using one-sided model;
· AI/ML based DL/UL CSI prediction via UL/DL RS
· AI/ML based spatial/frequency/time domain CSI prediction through partial information;
· Joint CSI prediction and compression.
Proposal 2: The sub use case of AI/ML based CSI prediction in time domain is deprioritized in Rel-18.
Proposal 3: Study the following aspects on separate training for spatial-frequency domain CSI compression:
· The performance of sequential training and parallel training;
· Whether the network side and the UE side can use different AI/ML model structures (e.g. one side uses transformer and the other side uses ResNet);
· Whether different size of dataset can be used by the network and the UE for AI/ML model training;
· Mechanisms on training dataset collection & transfer.
Proposal 4: For spatial-frequency domain CSI compression using two-sided AI model, CSI-RS is used as the reference signal for obtaining data for training.
Proposal 5: At least for AI/ML based CSI feedback with joint training, the training dataset is generated by the network side, e,g. by collecting CSI data from UEs.
Proposal 6: For AI/ML based CSI feedback, collecting high accuracy CSI from UEs by the network should be supported.
Proposal 7: For training collaboration type 1 with the AI/ML model training deployed at the UE side and training collaboration type 3, the training dataset should be transferred from the network side to the UE side.
Proposal 8: For data collection for AI/ML model training, the collected CSI data has the same format as the input of CSI generation part.
Proposal 9: For AI/ML based CSI feedback, if the data for AI/ML model training is collected by the UE and transferred to network, study the quantization scheme for the collected CSI data.
Proposal 10: For reporting CSI data for AI/ML model training, study whether to reuse traditional CSI feedback framework, or introduce a new CSI feedback framework.
Proposal 11: For spatial-frequency domain CSI compression using two-sided AI model, CSI-RS resource is used for CSI acquisition.
Proposal 12: For spatial-frequency domain CSI compression using two-sided AI model, the traditional CSI reporting framework can be reused, and a new reporting quality is defined for AI/ML based CSI feedback.
Proposal 13: For AI/ML based CSI feedback, study the assistant information needed to be collected for AI/ML model monitoring. 
Proposal 14: Study the spec impacts of AI/ML model transfer for AI/ML model training collaboration Type 1/2, with the following aspects considered:
· Full or partial model transfer;
· Periodicity/trigger;
· Latency and reliability requirement;
· Model representation format (MRF).
Proposal 15: Study mechanisms on model quality monitoring for AI/ML based CSI feedback, with the following aspects considered:
· Which side takes responsibility on model quality monitoring, e.g. at UE side, at network side, or both;
· The metric for AI/ML model monitoring (e.g. BLER of PDSCH, ACK/NACK of PDSCH, intermediate KPI)；
· The scheme of model quality monitoring.
Proposal 16: For AI/ML based CSI feedback, study spec impacts of procedures following AI/ML model monitoring, e.g. model update/switching/fallback.
Proposal 17: For AI/ML based CSI feedback, the same CSI reporting framework as that in Rel-17 for codebook based CSI feedback can be reused.
Proposal 18: For AI/ML based PMI feedback, the overheads of PMI feedback for rank 3 and rank 4 are expected to be comparable to rank 2.
Proposal 19: For AI/ML based CSI feedback, CQI and RI are reported accompanied with the AI/ML based CSI feedback.
Proposal 20: For AI/ML based CSI feedback, if the eigenvector(s) of the channel is used as the input of the CSI generation part, the following CQI calculation methods are considered:
· Option 1: The CQI is calculated based on the reconstructed precoder (i.e. the output of the CSI reconstruction part);
· Option 2:  The CQI is calculated based on the reported RI and the corresponding eigenvector(s) of the channel. 
Proposal 21: Study whether the quantizer and dequantizer are inside the AI/ML model.
Proposal 22: For the CQI reporting for AI/ML based CSI feedback, the same quantization schemes as that in Rel-17 for codebook based CSI feedback is considered.
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