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1	Introduction
The study item Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN#94e [1]. It will be the first study of AI/ML technology in 3GPP RAN1. One of three use cases identified for the study is CSI feedback enhancements targeting MU-MIMO performance gains for massive MIMO antenna arrays. Although MU-MIMO with massive MIMO antennas arrays is now deployed in the field, we observe the following potential standardization related issues for acquiring CSI at the transmitter for massive MIMO:
· The use of SRS has drawbacks in coverage (compared to CSI Type-II feedback), and it requires antenna switching to be implemented in UE which leads to associated power imbalances between transmit antennas in the UE side (currently is discussed in RAN1 and RAN4).
· The use of CSI Type-II and eType-II have drawbacks in lack of spatial resolution (compared to SRS based channel acquisition).
· The acquired CSI at the transmitter is instantaneous and is sensitive to UE speed; in particular, MU-MIMO performance is seen to degrade at relatively low speeds 
· The latency of the Type-II CSI reports is large and also contribute to the sensitivity to UE speed
Due to its great benefit for networks, and ongoing investments by operators into massive MIMO products, it is thus motivated to see how AI/ML can enhance CSI reporting. We also observe that since existing eType-II reporting has several dB better coverage than SRS, there is in principle room to even increase the AI-CSI payload compared to eType-II, to get on par with the SRS performance in terms of high spatial resolution and MU-MIMO performance. Hence, the KPIs should not only focus on overhead reduction, but also performance benefits of maintaining or even slightly increased CSI overhead is also of interest. 
It is of interest to see whether AI/ML inference for the AI-CSI can have smaller latency than the classical eType-II PMI search algorithm, in which case a reduced CSI acquisition latency itself may improve MU-MIMO performance in networks. However, since latency is highly dependent on hardware implementation, it may be difficult to define a KPI for latency, still yet we believe AI/ML has the potential to reduce CSI latency which would greatly benefit massive MIMO performance KPIs.
Another relevant question is how large the maximal gains of AI-CSI can be – how big is the potential? Comparing with genie aided CSI, we see that there is a 20-40% gap in DL throughput compared to eType-II, hence the upper bound of AI-CSI benefits is likely in this range of percentage numbers. Although this may not be achievable without a huge CSI report payload. It is, therefore, left to the study in this SI to investigate all realistic expectations on AI-CSI.


2	Selection of sub-use cases
2.1 On temporal-spatial-frequency domain CSI compression and prediction using a two-sided model
Spatial-frequency (SF) domain CSI compression using two-sided AI model was selected as one representative sub use case in the previous meeting. An open issue is whether to additionally include the temporal-spatial-frequency (TSF) domain compression as a use case. 
It has been observed in real networks and field trials that the acquired CSI at the transmitter is very sensitive to UE speed -- MU-MIMO performance is seen to degrade at relatively low speeds due to channel aging. Hence, it would be beneficial if AI/ML could mitigate channel aging improve the robustness of the CSI report to enhance MU-MIMO by using prediction. 
[bookmark: _Toc115458648]As MU-MIMO performance is very sensitive to channel aging, the study should investigate whether AI/ML can be used for CSI prediction to remedy this by allowing the AI/ML model to use temporal channel information to make the CSI report more robust.  
First, let’s define what we mean by TSF and SF domain compression.
· A CSI report using spatial-frequency (SF) domain compression is obtained by inference use a single CSI-RS measurement  
· A CSI report using time-spatial-frequency (TSF) domain compression is obtained by inference using two or more CSI-RS measurements distributed across time 

Hence, the TSF compression has the additional ability to predict CSI into the future (i.e., to the point in time where the CSI is applied), which makes the CSI report more robust to temporal variations of the channel. 
Since the specification already supports that measurement restriction can be “disabled” for a periodic CSI-RS resource, the UE can already today make use of multiple CSI-RS measurement instances. Therefore, the spec impact difference between TSF and SF is likely minor. TSF can be treated as an optional variant of the already agreed SF sub use case. 
In particular, the difference between SF and TSF can just be the presence of an inserted third neural network between the encoder and decoder, see Figure 1. Then a multi-step channel prediction can be achieved in latent space by applying the dynamics  to the output of encoder in a recursive manner until the desired prediction length is achieved. This allows for reduced complexity in implementation and variable prediction horizon which, e.g., dependent on the UE speed.
[image: ]
[bookmark: _Ref110350978]Figure 1 Example of a decoupled TSF network architecture that consists of three neural networks; encoder  and latent space model  that takes care of the channel dynamics, at the UE side, and decoder  at the gNB side. Here, the input   encapsulates an aggregation of CSI-RS measurements from multiple slots in the TSF case. 

It is of interest to see whether including the temporal domain could enhance the performance, and, if so, at what cost. We believe it should be open to any company to (optionally) evaluate this and provide the assumptions and the results. These results and analyses can then be captured in a separate section or table in the technical report. 
We don’t see the argument made by some companies that R18 MIMO must be finished to be used as a baseline for such study as valid. We don’t need a classical solution as a baseline to introduce an AI based feature. For example, AI-based temporal beam prediction is being considered in the BM use case and there is no classical beam prediction in current specifications or in R18. Instead, the R17 or R16 performance can be used as the NR baseline to assess whether AI can improve KPI.
[bookmark: _Ref106712361][bookmark: _Toc111193668][bookmark: _Toc115458653]Add the temporal-spatial-frequency (TSF) domain compression as an optional variant of the two-sided model based spatial-frequency (SF) compression. The TSF variant allows multiple CSI-RS measurements over time to be utilized for CSI compression and prediction into the future. The proponent needs to explain whether SF or TSF was used when providing result and analysis. 
2.2 On improving the CSI accuracy based on traditional codebook design using one-sided model
The dual-sided model has a major drawback that it is unclear how it is trained -- it is a multi-vendor use case requiring encoder/decoder inference to be implemented by different vendors. Therefore, we believe it is important to study also whether CSI enhancement can be obtained using machine learning for one-sided AI/ML models. This solution, if promising, will likely have a much shorter time to market than the dual sided case since a single vendor can train the complete model. 
If the traditional MIMO codebook setup is re-used, we see a potential use of one (UE)-sided AI/ML for CSI enhancements as follows.
The current codebook configuration in 3GPP NR specification is configured to the UE via RRC signalling, which occurs just after the initial access phase or during handover procedures. Oftentimes, even if the UE stays within the same cell or connected to the same TRP, the channel condition changes over time and the initial codebook configuration might be outdated/suboptimal after a while due to UE movement, etc. 
[bookmark: _Toc115458649]A UE side AI/ML model can be trained to output a codebook configuration recommendation to the network based on its downlink channel measurements. Hence, the AI/ML model is trained to perform a codebook recommendation. 
In the current 3GPP NR specifications, a rather slow RRC reconfiguration of the codebook is needed to enable a UE codebook recommendation. Moreover, the RRC configuration may need to reconfigure all the codebook parameters (even though many of the initial codebook parameters are still relevant and need not be changed). Hence, based on the report from the UE, the change of the codebook parameters can be specified to use MAC CE or DCI. 
An alternative solution is that the gNB can RRC configure multiple codebook configurations to the UE (one per CSI report setting), and then use downlink control information (DCI) to trigger different codebook configurations (each associated with a CSI report setting configuration). However, this is still cumbersome since the gNB may need to RRC configure many codebook configurations so that different channel conditions are considered. In addition, UEs typically support one configuration for each type, e.g one Type-I codebook, one Type-II codebook and for an advanced UE implementation, also a Type-II port selection codebook configuration. Hence, it is not possible to use this DCI based switching between e.g. two different configurations of a Type-II codebook, since UE can only be configured with one at a time. This restriction is due to the high UE complexity to support a Type-II codebook; hence it is restricted to a single. Therefore, to change a Type-II codebook, RRC reconfiguration is necessary. 
Note that the use of machine learning algorithms may not be visible in specifications for this use case, the necessary specification changes could be an introduction of faster than RRC reconfiguration of PMI codebooks and the specification of the recommendation report from the UE to the gNB. 
[bookmark: _Toc111193669][bookmark: _Toc115458654]Study one-sided model-based CSI enhancements using traditional codebooks by investigating the possible benefits of UE to network codebook parameter recommendation and faster than RRC codebook re-configuration

2.3 On improving CSI prediction using one-sided model
As mentioned in the previous sub-section, we believe it is important to study whether CSI enhancements can be obtained using one-sided AI/ML models. CSI prediction by the UE is of great interest in real deployments, the spec impact is likely rather small for this enhancement, and training is done using a single vendor. We expect limited specification impact for AI/ML model life cycle management, UE capabilities, and control signalling. The existing CSI framework can to a large extent be reused, which is attractive. 
There is an ongoing Rel.18 MIMO WI with similar scope, using classical methods. It is of great interest to investigate whether AI have a potential to perform the task of CSI prediction with even better performance and/or lower implementation complexity compared to the classical approach. Since this is a SI, the scope is more long term, while the WI is addressing the urgent issue directly. 
Moreover, in RAN1#110, some EVM assumptions for this use case was conclusion and some of the baseline EVM parameters was selected to be the same as in Rel.18 WI, which means both the WI and the SI are comparing to the same baseline, which further gives indication whether a Rel.19 WI on AI/ML based CSI prediction is worth considering. 
CSI aging is a fundamental (the last remaining?) problem for MU-MIMO using massive MIMO antenna arrays. It will likely be addressed by various approaches over the coming releases. We thus don’t see it as an issue that there is a WI that is addressing the same fundamental problem, the outcome of the SI will give some guidance to our future work. 
[bookmark: _Toc111193670][bookmark: _Toc115458655]The one-sided AI/ML model-based CSI prediction is one sub-use case for CSI enhancements in this SI
3	Detailed discussions 
3.1 Pre-processing
3.1.1 Benefits and necessity of pre-processing
A proper pre-processing can greatly reduce the size and complexity for designing and/or training an AI/ML model, and in the meantime, improving the scalability and transferability of the model. In the CSI compression use case, a pre-processing method could be a transformation of the channel from antenna-frequency domain to beam-delay domain. In addition, the pre-processing is used to reduce the need for multiple models depending on bandwidth variation and variation in the number of antenna ports at the gNB. 
To further explain this, the channel representation in the antenna-frequency domain is usually rich and hard to compress, however, its equivalent form in the beam-delay domain is sparse and easier to compress. Such sparsity, to some extent, reflects the physical interpretation of a propagation channel. That is, it reflects how the numerous sinusoidal signals traverse from the transmitting end, along different paths, to the receiving end. Essentially, each beam can be associated with a certain direction of a propagation path, and each delay can reflect the relative difference in distance if a signal propagates along different paths. Ideally, one can think of each pair of beam and delay is associated with a single propagation path, if we have infinite spatial resolution and delay resolution.
In real propagation environment, dominant paths that contribute to conveying a signal are usually sparse if we look at the whole 3D space, which means that the signal cannot reach to the receiver end from any direction. Among other reasons, this is mainly limited by the antenna directivity at both the transmitter and the receiver, as well as the number of objects in the propagation environment that can reflect a signal without introducing significant loss. 
The above sparsity can be exploited to assist an AI/ML model. For example, the beam-delay domain transformation could help the AI/ML model with an initial feature extraction. Another advantage of this pre-processing is that the beam-delay transformation is achieved using FFTs, for which there are already fast implementations with hardware support. The sparsity can be further exploited by removing a number of insignificant beams and delays, so that the input dimensions could also be reduced with a marginal loss, likely resulting in smaller AI/ML models.
In our RAN1#110 contribution [2] we showed in system-level simulations that there is only a minor loss incurred if the NW uses the explicit channel only in a beam-delay subspace, compared to if the NW has genie knowledge of the full channel in antenna-frequency domain. In our companion paper [3] we show the analogous result in terms of intermediate KPIs for the extracted precoding vectors.
[bookmark: _Toc115458650]Knowing the explicit channel in beam-delay subspace together with removal of insignificant beams and/or delays, only results in a minor loss compared to knowing the full explicit channel in antenna-frequency domain, while at the same time greatly reduces the dimensions of the features.
Analogously, in our companion paper [3] we show that the intermediate KPIs are only slightly affected by only knowing the eigenvector-based precoding vectors after a beam-delay projection and compression.
[bookmark: _Toc115458651]Knowing the eigenvector-based precoding vectors in beam-delay subspace together with removal of insignificant beams and/or delays, only results in a minor loss compared to knowing the true eigenvectors, while at the same time greatly reduces the dimensions of the features.

The beam-delay transformation and feature extraction can be applied both cases of explicit channel feedback and eigenvector-based feedback. The first step in both cases is that the UE measures the channel on CSI-RS. In the illustration the UE has 4 Rx-ports, the configured CSI-format has 32 virtual Tx-ports, and the bandwidth are 52 RBs corresponding to 10 MHz at 15 KHz subcarrier spacing. 
Feature extraction for eigenvector-based feedback.
The feature extraction for eigenvector-based feedback is illustrated in Figure 2. The steps are as follows:
1. The UE does a spatial domain DFT on the 32x4 matrix per RB and selects the  strongest beams out of 16 (for one polarization). This is done in a wideband manner, including the spatial oversampling of the SD basis, and the same beams are used for both polarizations. The covariance of the beam-space channel is summed over, e.g., 4 RBs to produce a covariance matrix for each subband. 
2. For each covariance matrix (per subband) the UE extracts a number of eigenvectors and may select the rank, i.e. number of layers
3. The UE does a frequency domain DFT per layer, transforming to delay domain, whereafter it selects the  strongest taps. The resulting tensor of dimensions  x number of layers x  is called the linear combination coefficients and can be used to reconstruct the, by the UE suggested, precoding matrices.
4. The data is used as input in the AI/ML model. This could be the raw linear combination coefficients, or it could be enhanced with information about the selected beams and taps, noise levels, etc.
[image: ]
[bookmark: _Ref115178241]Figure 2 Illustration of pre-processing for implicit feedback of precoding matrices.
Feature extraction for explicit full-channel-based feedback.
The feature extraction for explicit full-channel-based feedback is illustrated in Figure 3 assuming 10 MHz channel and 15 kHz SCS. The steps are as follows:
1. Based on the 32 CSI-RS ports and 52 RB for each of the 4 RX antennas, the UE does a spatial domain DFT which is based on the Tx channel covariance matrix and selects the  strongest beams. This is done in a wideband manner, including the spatial oversampling of the SD basis, and the same beams are used for both polarizations. The UE projects the channel matrix, per RB, on the basis to create the beam-space channel representation.
2. In this step, the UE does a frequency domain DFT, transforming the problem to delay domain, whereafter it selects the  strongest taps. These taps are selected jointly for all Rx-ports and could be based on, e.g., the mean received energy over the Rx-ports. The resulting tensor of dimensions  x 4 x  is linear combination coefficients, which can be used to reconstruct an approximation of the full channel.
3. The data is used as input in the AI/ML model. This could be the raw linear combination coefficients, or it could be enhanced with information about the selected beams and taps, noise levels, etc.

[image: ]
[bookmark: _Ref115353022][bookmark: _Ref115353017]Figure 3 Illustration of pre-processing for explicit feedback of the channel matrix.

In addition to the above benefits, working with the beam-delay domain channel (possibly with reduced beams and delays) makes an AI/ML model more scalable and generalizable. This is because the number of propagation paths in the channel is mostly determined by the surrounding physical environment (e.g., reflections from builds, windows, etc.) that is generally stable. On the other hand, the dimension of the antenna-frequency domain channel would scale up with increased array size and bandwidth. 
Hence, we see great benefits and necessity of a standardized pre-processing by exploiting the nature of a wireless channel, i.e., beam-delay domain transformation together with beam and/or delay reduction. This can help reduce unnecessary complexity for an AL/ML based CSI compression, while at the mean time improves the scalability and generalizability of the model. 
[bookmark: _Toc115458652]A pre-processing tailored for the dominant features of the channel, e.g., transforming a channel to beam-delay domain, possibly with beam and/or delay reduction, can greatly reduce the complexity of an AI/ML model, and improve AI/ML model scalability and generalizability. 

3.1.2 Standard impact of pre-processing
Whether components of the pre-processing needs to be standardized depends on whether information needs to be carried to the NW side to interpret the decoder model output. For example, if a subspace of the channel is removed in the pre-processing, then this may need to be conveyed to the receiver side. Alternatively, if the encoder side pre-processing performs some normalization or scaling of layers (e.g. in order to make the AI/ML model more efficient), then to be able to reconstruct the target CSI, such side information about pre-processing may need to be standardized since it is included in the UCI. 
[bookmark: _Toc115340606][bookmark: _Toc115340659][bookmark: _Toc115340607][bookmark: _Toc115340660][bookmark: _Toc115340609][bookmark: _Toc115340662][bookmark: _Toc115340610][bookmark: _Toc115340663]Note also that standardizing parts of the pre-processing method does not necessarily mean that the input to the UE-side encoder is standardized. For example, it is up to the UE to decide how to deal with the beam-delay domain channel before feeding it to the encoder. Also, the channel estimation parts of the UE side operation are also remained as an implementation issue. In this aspect, agreeing on parts of the pre-processing still allows for UE-vendor differentiation in terms of implementation.
There are many open issues for beam-delay domain pre-processing. For example, how to determine the number of beams and/or delays, and which beams and/or delays to discard, etc.. The standard impact of pre-processing needs to be studied in 3GPP.
[bookmark: _Toc115458656]Given that the interpretation on the model output at the network side is standardized, study whether additional side information related to UE side pre-processing needs to be standardized and conveyed in the UCI.

3.3 Data collection with pre-processing
Note that the pre-processing described in the previous subsection 3.1.2 also allows for high resolution beam-delay processing (selecting a large number of SD and FD basis vectors e.g, ,  for Dense Urban with 15 KHz subcarrier spacing on a 10 MHz carrier). Together with the observations we acquired that the performance loss for such high-resolution feedback compared to genie knowledge is small, the CSI reporting of such high resolution beam-delay coefficients can serve as conveying a representation of the target CSI using a standardized method. 
This target CSI obtained from the UE using the standardized signaling could thus be reported by the UE to the NW both for training purposes as well as for model monitoring and LCM. The frequency in time of reporting such large CSI feedback message could be low compared to the normal AI/ML based CSI reports which are directly used for precoding PDSCH transmissions, and also the timing constraints could be relaxed. 
To use the same data collection principle (e.g. the high resolution CSI) for both purposes (training and LCM) ensures that there is no systematic data drift originating from differences in the two collection pipelines.
[bookmark: _Toc115376687][bookmark: _Toc115379749][bookmark: _Toc115379778][bookmark: _Toc115382572][bookmark: _Toc115458657]Study data collection based on a high resolution (large number of basis vectors) beam-delay coefficient feedback and its associated basis vectors under the assumption of relaxed timeline and frequency for other purposes than CSI acquisition for immediate PDSCH scheduling.

3.2 Models for rank>1
In the previous RAN1 meeting, it’s observed that several options for AI/ML models when rank>1 has been assumed when presenting evaluation results. The aim of this section is to structure this and to have a common definition to reduce misunderstanding in the SI discussions and when presenting evaluation results. We can further discuss possible pros and cons and specification impact if any. Note that none of the options discussed below will likely be visible in the specifications as described here, but there could be impact on how the specification is defined. We have identified the following options:
1. Rank specific model
2. Rank common model
3. Layer common and rank independent layer models
4. Layer specific and rank independent layer models
5. Layer common and rank dependent layer models
6. Layer specific and rank dependent layer models

The purpose of this section is to define the range of options and discuss possible pros and cons and specification impact. Furthermore, the fact that we use two-sided models is not visible in these figures, as it is intended to describe the aim of the encoder. 
In the following summary it is assumed up to rank 4 reporting, and pre-processing in frequency domain is not considered (i.e. assume per subband reporting is assumed in this categorization for simplicity) 
Option 1: Rank specific model
· Separate AI/ML models are trained per rank value {1,2,3,4} and applied for corresponding ranks to perform inference
· Four AI/ML models, one per rank, needs to be trained and deployed
· The output payload (#UCI bits) can be optimized and be different for each rank
· Rank selection is expected to be outside the AI/ML model, as the UE select the model to use and report the corresponding RI. Legacy rank selection method may be re-used.
· UCI (standardized): 
· Possibly a latent space payload indicator
· UCI contains the latent space information associated with the preferred precoder for a rank r transmission, for each subband, where r is given by the RI field in the UCI
· Model output (standardized): 
· The model output indicates the preferred precoder (per subband) for a rank r transmission, where r is given by the RI field in the UCI

[image: ]
Figure 4 Rank specific model showing a rank 3 selection by legacy RI selection module A total of four models needs to be trained.
Option 2: Rank common model
· One AI/ML model needs to be trained and deployed
· Rank selection may be inside the AI/ML model, the AI/ML model also outputs the preferred rank RI
· The output payload (#UCI bits) may be optimized to depend on the output rank RI from the model
· UCI (standardized): 
· Possibly a latent space payload indicator
· UCI contains the latent space information associated with the preferred precoder for a rank r transmission, for each subband, where r is given by the RI field in the UCI
· Model output (standardized): 
· The model output indicates the preferred precoder (per subband) for a rank r transmission, where r is given by the RI field in the UCI


[image: ]
Figure 5 Rank common model which implies rank 3 specific model is used. A single model needs to be trained.

Option 3: Layer common and rank independent layer models
· Pre-processing to define and transform to layers is necessary (e.g. eigenvector)
· One AI/ML model is trained to be used for all layers and applied repeatedly for corresponding layers to perform individual inference 
· Layers are ordered and numbered, e.g. the lowest layer index corresponds to the largest eigenvalue
· The output payload (#UCI bits) is the same for each layer
· This approach allows for UE side layer omission (dropping) if the UCI payload is insufficient to carry all layers
· UCI (standardized) contains: 
· A rank indicator RI
· Possibly a latent space payload indicator for a layer
· The latent space information associated with each of the layers {1,2,..,RI}, ordered after descending eigenvalue magnitude, for each subband
· Each layer latent space is represented by the same number of bits
· Model output (standardized): 
· The model output indicates the eigenvector(s) of the RI strongest layers, per subband where r is given by the RI field in the UCI


· [image: ]
Figure 6 Layer common and rank independent model showing a rank 3 selection which implies rank 3 specific model is used consisting of three identical models, one for each layer. A single layer model needs to be trained. A preprocessing step maps the channel to e.g. eigenvectors (layers)
Option 4: Layer specific and rank independent layer models
· Pre-processing to extract the layers is necessary (e.g. eigenvector)
· Separate AI/ML models are trained per layer value and applied for corresponding layers to perform individual inference 
· Layers are ordered and numbered, e.g. the lowest layer index corresponds to the largest eigenvalue
· Four AI/ML models, one per layer {1,2,3,4}, needs to be trained and deployed
· The output payload (#UCI bits) can be optimized and different for each layer
· Allows for UE side layer omission (dropping) if the UCI payload is insufficient to carry all layers
· UCI (standardized): 
· UCI contains 
· A rank indicator RI
· Possibly a latent space payload indicator, per layer
· The latent space information associated with each of the layers {1,2,..,RI}, ordered after descending eigenvalue magnitude, for each subbands 
· Each layer latent space is represented by different number of bits
· Model output (standardized): 
· The model output indicates the eigenvector(s) of the RI strongest layers, per subband where r is given by the RI field in the UCI
· The UCI payload per layer and rank


[image: ]
Figure 7 Layer specific and rank independent model showing a rank 3 selection which implies rank 3 specific model is used consisting of three different models, one for each layer. Four layer models needs to be trained. A preprocessing step maps the channel to e.g. eigenvectors (layers)
Option 5: Layer common and rank dependent layer models

· Pre-processing to extract the layers is necessary (e.g. eigenvector)
· Separate AI/ML models are trained for all layers within each rank and applied for corresponding layers to perform individual inference 
· Layers are ordered and numbered, e.g. the lowest layer index corresponds to the largest eigenvalue
· Four AI/ML models, one layer model per rank {1,2,3,4}, needs to be trained and deployed
· The output payload (#UCI bits) can be optimized and different for each rank 
· Allows for UE side layer omission (dropping) if the UCI payload is insufficient to carry all layers
· UCI (standardized): 
· UCI contains 
· A rank indicator RI
· Possibly a latent space payload indicator, per layer and per rank
· The latent space information associated with each of the layers {1,2,..,RI}, ordered after descending eigenvalue magnitude, for each subbands 
· Each layer latent space is represented by different number of bits
· Model output (standardized): 
· The model output indicates the eigenvector(s) of the RI strongest layers, per subband where r is given by the RI field in the UCI
· The UCI payload per layer and rank
[image: ]
Figure 8 Layer common and rank dependent model showing a rank 3 selection which implies rank 3 specific model is used consisting of three identical models, one for each layer. Four layer models needs to be trained. A preprocessing step maps the channel to e.g eigenvectors (layers)
Option 6: Layer specific and rank dependent layer models
· Pre-processing to extract the layers is necessary (e.g. eigenvector)
· Separate AI/ML models are trained for all layers and for each rank and applied for corresponding layers to perform individual inference 
· Layers are ordered and numbered, e.g. the lowest layer index corresponds to the largest eigenvalue
· Four AI/ML models, one layer model per rank {1,2,3,4}, needs to be trained and deployed
· The output payload (#UCI bits) can be optimized and different for each rank and each layer within each rank 
· Allows for UE side layer omission (dropping) if the UCI payload is insufficient to carry all layers
· UCI (standardized): 
· UCI contains 
· A rank indicator RI
· Possibly a latent space payload indicator, per layer and per rank
· The latent space information associated with each of the layers {1,2,..,RI}, ordered after descending eigenvalue magnitude, for each subbands 
· Each layer latent space for each rank is represented by different number of bits
· Model output (standardized): 
· The model output indicates the eigenvector(s) of the RI strongest layers, per subband where r is given by the RI field in the UCI
· The UCI payload per layer and rank

[image: ]
Figure 9 Layer specific and rank dependent model showing a rank 3 selection which implies rank 3 specific model is used consisting of three different models, one for each layer. Ten layer models needs to be trained. A preprocessing step maps the channel to e.g eigenvectors (layers)

3.3 Views on training methods for two-sided CSI case
In RAN1#110, it was agreed to further study two-sided model training collaborations where the following three types of training collaborations were captured as:
	In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.(sic!)
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.



These types of training collaborations are discussed below under the assumption that model training collaboration between NW and UE is done over an interface specified by 3GPP.  
Joint training of two-sided models A and B is illustrated in Figure 10 where it is assumed that training data have been pre-processed, with  and   representing the featured input data and the output target, respectively. The training input data, , may refer to data that has been collected and pre-processed by the UE from which the output target   has been determined via some functional mapping. 
Two options for determining the model B output target   can be envisioned:
· Option 1: The UE sends  to the NW side from which the  is derived from  by the NW-side. 
· In this option, the format of both the output target and the featured input data  should be specified in 3GPP to obtain a standardized representation which is independent of the UE type and vendor
· Option 2: The UE derives  and then sends it to NW side. 
· In this option, the format of the output target should be specified in 3GPP to obtain a standardized representation of   which is independent of the UE type and vendor.

The choice of model A input, , is a UE implementation issue and may be the same as .    
The two-sided model training is characterized by the interface needed to transport information used for training model weights on both the UE and NW-side. In the case of joint training, Figure 10, the model A output, , is transported to the model B side for determining model B output , where the model B side in return transport the loss function dependent gradient, , used for updating model A weights.
In Type 1, the joint two-sided model training is conducted by one-side (NW or UE), where the trained model A or B is transferred to the other (non-training) side for model deployment and model inference. A 3GPP standardized model format is needed for the model transfer. 
In Type 2, the joint two-sided model training involves both the UE and NW side in a single loop, where the training procedure should be standardized such that respective sides can be in control of selecting their ML model and updating procedure of model weights via forward- and backpropagations.
The training of model A is assumed to be performed outside UEs at, for example, the UE/chipset vendor’s training entity in a centralized manner. The training process can be chosen to be slow and in addition, model updates occur rather infrequently, so uploading / downloading / signaling over the Uu interface of the needed training data can be selected at considerably longer time scales in comparisons to signaling of model A inference outputs in active operation. It is also anticipated that the data collection is distributed over sets of UEs to keep this collection burden per UE low.

[image: Diagram
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[bookmark: _Ref115361021][bookmark: _Ref115246121]Figure 10: Two-sided model with model A (AE encoder) and B (AE decoder) being jointly trained.
Type 3 may refer to training where model A and B are trained sequentially, and disjointly, in two steps. First step: A joint AI/ML “reference” model (A+B) is designed and trained by the NW (resp. UE) side. Second step: The joint reference model is used to generate training data for UE (resp NW) side, but it is not used for inference. 
Figure 11 below illustrates three alternatives to enable sequential two-sided model training. The NW-side performs the first step (trains the joint AI/ML “reference” model (A+B)) in Figure 11 (a) and (c). Alternatively, the UE-side trains the joint reference model in Figure 11 (b).
 We now elaborate on these three alternatives.
· In  Figure 11 a), the UE side provides via UE reporting of both input  and  to the NW by the training dataset . A 3GPP standardized format is used for these variables. The NW-side develops AI/ML models for training a NW reference model A jointly with model B (as in Figure 10 but without any UE-side involvement). 

· In Figure 11 b), the UE-side develops AI/ML models for training model A with a UE-side reference model B, where the training is done jointly like Figure 10 but without NW involvements.  It may be assumed here that the dataset  has been uploaded to the UE/chipset training entity for being used in the training. After completing the training, data is generated for the second training step by feeding the input  to the model A for obtaining . The dataset  is then sent to the NW-side, via Uu interface, i.e. using a 3GPP standardized format, for training of model B, using  as inputs.

· In Figure 11 c), the NW-side develops ML models for training a reference model A jointly with model B, like Figure 10 but with input  replaced by . After completing the training, the reference model A is used to generate the set , which is then sent to the UE-side via the Uu interface using a standardized 3GPP format. The UE-side use  as target values for training their model A for deployment, where the UE-side may use either  or  as inputs.

A version of Figure 11 a) is that the UE provides the input  only, from which the NW-side determines the target values for model B outputs. If UEs are to provide model B output target values, then the format of the output target should be specified in 3GPP to obtain a standardized representation that applies to all UEs.
[bookmark: _Ref115184955]        
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[bookmark: _Ref115363410]Figure 11: Sequential training of two-sided model; NW-side first in a) and c) and UE-side first in b). The arrow shows which variables needs to be passed between NW and UE side or vice versa. 

3.4 Latent space quantization for UCI data transfer 
In the dual-sided CSI compression, the output of the UE-side AI needs to be communicated over the air interface and, therefore, needs to be quantized to a finite number of bits (e.g 1-4 bits per sample for the UCI) to obtain an efficient transmission. In relation to the AI/ML model training, this quantization may be done only during the inference (i.e., quantization non-aware training) or may also be included during the training (i.e., quantization-aware training).
In quantization non-aware training, the encoder and decoder may exchange information (forward and backpropagation) with floating point accuracy during the training to optimize the KPI of the AI/ML model (e.g., to minimizes loss function such as, e.g., the negative SGCS). 
For the case of joint training of encoder and decoder being conducted on one side (e.g., only in the NW or only in the UE) or the training being conducted offline, the computation needed for training may be allowed to consume much more resources compared to the case of encoder-decoder information exchanges over the air interface. In that sense, training with floating point precision for latent space variables may not be a problem for some cases. 
Once the AI/ML model is trained using high precision and deployed in a UE, a quantized output, i.e. a finite precision (a few bits) is now used as the output of the encoder from the inference (i.e., the transmission of the CSI report as UCI). Performance degradation is expected due to this quantization, where the level of the degradation depends on the number of bits used for the quantization and thus the UCI overhead. 
This opens the possibility to configure varying performances within one and the same model. i.e., the NW may set the UE with a certain number of quantization levels and thus bits (i.e. UCI payload of latent space) based on the expected performance (e.g., SGCS, throughput, etc.) in a given link quality, rank, etc. 
In quantization-aware training, information exchanges during the training already consider the quantization process. As the encoder output is quantized, quantized-aware training may give a smaller overhead during the training, especially important if data transfer over the air is used. In addition, the performance is somewhat optimized to the applied quantization, i.e., the performance loss due to quantization may be minimized.
It should be noted, however, by using this approach, each model has a different expected performance. The reason is that in the quantization-aware training, the model is trained to optimize the performance by considering a certain quantization level. Therefore, increasing the quantization bit during the inference, for example, may not improve the performance. Reducing the quantization bits during inference, on the other hand, may drop the performance significantly. Therefore, the UE may need to have more AI/ML models compared to non-trainable quantization in supporting various performance vs overhead trade-offs. It should be noted that even with the same hardware/software, the computing efficiency for different AI/ML models may also notably differ.
For both techniques discussed above, quantization of the encoder output may be conducted either using scalar quantization or vector quantization. Scalar case is well known,  each of the K encoder outputs will be quantized using S quantization bits, resulting in KS bits of quantized bits that will be passed to the decoder side. In vector quantization, quantization is conducted per output vector. I.e., K bits of encoder outputs are processed with a quantization codebook to produce V quantized bits. Generally, vector quantization may have a smaller number of final outputs compared to that of scalar quantization (i.e., V < KS) at the cost of some performance degradation. Note that except for the size of the quantization bits, quantization codebook size may also need to be considered as this information may need to be exchanged between the encoder and the decoder side. For scalar quantization, the codebook size is 2K, while for vector quantization, the codebook size is VK.
Considering that there are several methods on how quantization can be conducted and the different effects of the different quantization methods during the training and the inference phase, Rel. 18 SI on AI/ML PHY should study this quantization aspect further. From the methods , a recommendation can be made in this SI, after sufficient evaluation, including the performance, complexity, overhead, flexibility, and possible standard impacts. Note that as we expect complex-valued NNs to play an important role in this study, the quantization solution needs to work for complex valued numbers as well.
[bookmark: _Toc115458658]Define and study quantization methods for AI-ML CSI, including at least the following options:
· [bookmark: _Toc115458659]Option 1a: Quantization non-aware training with scalar quantization
· [bookmark: _Toc115458660]Option 1b: Quantization non-aware training with  vector quantization
· [bookmark: _Toc115458661]Option 2a: Quantization-aware training with scalar quantization
· [bookmark: _Toc115458662]Option 2b: Quantization-aware training with vector quantization

Different quantization methods may have different specification impacts. Using quantization non-aware training, for example, the NW and the UE need to be aligned, e.g., on the number of bits of quantization used during the CSI reporting in a given time. In certain, the most straightforward implementation is by using a fixed predetermined number of bits for quantization (e.g., fixed to 2 bits, 3 bits, 4 bits, etc.). However, this may limit the advantage of the AI/ML-based CSI report, e.g., as the UE may not need a larger number of bits to achieve a certain expected performance. On the other hand, setting a fixed amount of quantization to bits to a smaller number may give notable performance degradation. 
Therefore, the possible value range for the number of quantization bits may need to be further investigated to make sure that the range of the values could give notable performance improvement and/or overhead reduction. Note that the output of the AI/ML model may also vary, i.e., it is possible that AI/ML models with a smaller number of encoder output may be allowed to use a larger number of quantization bits while it is only feasible for AI/ML models with a larger number of encoder outputs to use a relatively smaller number of quantization bits (as the total number of bits that can be transmitted over the air may be limited by the maximum UCI size). 
For the quantization-aware training, the number of bits used in the CSI report transmission may not necessarily directly relate to the number of quantization bits. For example, the standard may only specify the CSI report budget, e.g., a bit-bucket in the order of tenths or hundreds of bits. Nevertheless, a different number of quantization bits may still result in different achievable performances. In addition, the NW and the UE may also need to have information on the applied quantization to ensure the understanding between the encoder and decoder, and consistent performance between the training phase and inference phase. Methods on how to align the number of bits for quantization and/or the quantization codebook, therefore, also need to be studied. In certain, a more implicit method for quantization that enables encoding-decoding without explicitly sharing the quantization method (e.g., using a staircase sigmoid function) in the encoder may also be done. However, the performance of such an approach may also need to be justified via evaluation.
[bookmark: _Toc115458663]The study on quantization may include the possible value ranges for bit quantization, and mechanisms in aligning the quantization codebook.
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Conclusion
Observation 1	As MU-MIMO performance is very sensitive to channel aging, the study should investigate whether AI/ML can be used for CSI prediction to remedy this by allowing the AI/ML model to use temporal channel information to make the CSI report more robust.
Observation 2	A UE side AI/ML model can be trained to output a codebook configuration recommendation to the network based on its downlink channel measurements. Hence, the AI/ML model is trained to perform a codebook recommendation.
Observation 3	Knowing the explicit channel in beam-delay subspace together with removal of insignificant beams and/or delays, only results in a minor loss compared to knowing the full explicit channel in antenna-frequency domain, while at the same time greatly reduces the dimensions of the features.
Observation 4	Knowing the eigenvector-based precoding vectors in beam-delay subspace together with removal of insignificant beams and/or delays, only results in a minor loss compared to knowing the true eigenvectors, while at the same time greatly reduces the dimensions of the features.
Observation 5	A pre-processing tailored for the dominant features of the channel, e.g., transforming a channel to beam-delay domain, possibly with beam and/or delay reduction, can greatly reduce the complexity of an AI/ML model, and improve AI/ML model scalability and generalizability.


Proposal 1	Add the temporal-spatial-frequency (TSF) domain compression as an optional variant of the two-sided model based spatial-frequency (SF) compression. The TSF variant allows multiple CSI-RS measurements over time to be utilized for CSI compression and prediction into the future. The proponent needs to explain whether SF or TSF was used when providing result and analysis.
Proposal 2	Study one-sided model-based CSI enhancements using traditional codebooks by investigating the possible benefits of UE to network codebook parameter recommendation and faster than RRC codebook re-configuration
Proposal 3	The one-sided AI/ML model-based CSI prediction is one sub-use case for CSI enhancements in this SI
Proposal 4	Given that the interpretation on the model output at the network side is standardized, study whether additional side information related to UE side pre-processing needs to be standardized and conveyed in the UCI.
Proposal 5	Study data collection based on a high resolution (large number of basis vectors) beam-delay coefficient feedback and its associated basis vectors under the assumption of relaxed timeline and frequency for other purposes than CSI acquisition for immediate PDSCH scheduling.
Proposal 6	Define and study quantization methods for AI-ML CSI, including at least the following options:
-	Option 1a: Quantization non-aware training with scalar quantization
-	Option 1b: Quantization non-aware training with  vector quantization
-	Option 2a: Quantization-aware training with scalar quantization
-	Option 2b: Quantization-aware training with vector quantization
Proposal 7	The study on quantization may include the possible value ranges for bit quantization, and mechanisms in aligning the quantization codebook.
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