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[bookmark: OLE_LINK13][bookmark: OLE_LINK14]In RAN1 #110, following agreements were made towards other aspects on AI/ML for CSI feedback enhancement [1]:
Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
•	Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
•	Type 2: Joint training of the two-sided model at network side and UE side, respectively.
•	Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
•	Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
•	Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
•	Other collaboration types are not excluded.
Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
•	CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
•	CQI determination
•	RI determination
Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
•	Model output type/dimension/configuration and potential post processing 
Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact, for data collection for AI/ML model training/inference/update/monitoring:  
•	Assistance signaling for UE’s data collection  
•	Assistance signaling for gNB’s data collection  
•	Delivery of the datasets.  


[bookmark: _Hlk101456511][bookmark: _Hlk101456725]Finalize representative sub use cases for CSI feedback enhancement
Given the fact that CSI compression in spatial and frequency domain has been approved as one of the representative sub use cases in CSI feedback enhancement [1, 2], we believe that CSI prediction is the next important sub use case to improve the overall system level performance.
CSI prediction
For the legacy CSI feedback procedure, the CSI measurement, CSI feedback and DL transmission utilizing the CSI feedback for precoding are conducted at different time (slots). If the CSI feedback from previous time is directly used to generate DL precoding, the spectral efficiency will degrade due to the channel aging (especially in high mobility scenarios). To this regard, in addition to AI-based CSI compression mechanism AI-based CSI prediction is an inevitable way to solve such an issue. 
In AI-based CSI prediction, the AI model is designed to derive the prediction of future CSIs as the output of model when using the historical CSIs as the input. The block diagram of AI-based CSI prediction is illustrated in Figure 1.


Figure 1. The block diagram of AI-based CSI prediction
As shown in our companion contribution with the evaluation analysis [3], the scheduling delay will lead to significant degradation of SE. when only AI-based CSI compression is in use. This is because the mismatch between the scheduling channel and measurement channel. By adding the AI-based CSI prediction, this mismatch can be relieved. Specifically, with 4ms scheduling delay, the SE gain of the sequential processing of AI-based CSI prediction and AI-based CSI compression over the pure AI-based CSI compression is up to 20%. The comparison of AI-based prediction and auto regression (AR)-based non-AI CSI prediction is also provided in [3]. From the performance perspective, the AI-based CSI prediction achieves higher SE (SE gain is about 8%) and lower NMSE (NMSE gain is more than 5dB) than the AR-based non-AI CSI prediction. In other words, the AI-based CSI prediction requires lower CSI-RS and less feedback overhead (frequency) while achieves the same prediction accuracy. For the flexibility perspective, the AI-based CSI prediction can predict arbitrary future slots while the AR-based CSI prediction can only predict the future slots with the same spacing of CSI period. 
Furthermore, the concern of simultaneous studies in the AI-based CSI prediction and the work conducted in R18 MIMO is expressed.
· Firstly, the work in R18 MIMO concentrates on the enhancement of codebook and time domain compression. In R18 MIMO, the role of CSI prediction is only reflected when the time window includes the future time. However, AI-based CSI prediction needs to study more specific details, e.g., the monitoring process (may introduce impacts on CSI-RS configuration and CSI report configuration), the generalization aspects, the finetuning (and online learning) process, the input and output format of model and so on. 
· Secondly, the CSI prediction in R18 MIMO is dedicated for R18 CSI codebook while the AI-based CSI prediction is an independent module which can be sequentially combined with arbitrary compression (e.g., AI-based compression and R15, R16, R17, R18 codebook-based compressions).
· Lastly, the work in R18 MIMO will not specify a prediction algorithm as a baseline. Therefore, even we wait for the process of R18 MIMO, they will not provide us any agreed-on non-AI algorithm as a baseline. If we want to compare AI-based CSI prediction with the non-AI scheme, we should discuss it in the AI/ML study item.
In conclusion, the study of AI/ML based CSI prediction is independent of the study of R18 MIMO since Rel-18 MIMO focus is codebook design for feedback while CSI prediction algorithm itself is out of the scope of Rel-18 MIMO.
Proposal 1: To ensure the enhancement of CSI at both low and high-speed scenarios, study AI/ML for time domain CSI prediction with high priority.

Potential specification impact
CSI compression with two-sided models
Analysis of LCM framework for CSI compression
To progress the discussion of potential specification impact for CSI compression, we would like to firstly update our understandings on LCM framework according to the latest agreements. From our view, LCM framework basically consists of capability report, data collection, model training, signaling-based model management (further includes model selection/activation/deactivation/switching, fallback operation, and model performance monitoring), and model update, which will be discussed component by component. 
Capability report: Capability report refers to the procedure of (UE) reporting its capability towards various tasks in LCM, e.g., capability in data collection, model storage, model training, model transfer, etc. If some procedures such as data collection, model training, and model transfer are done in an offline proprietary manner, the corresponding capability reporting procedure will no longer be necessary. However, if (parts of) these procedures are done in an online manner (e.g., model transfer via 3GPP mechanisms), corresponding capability report will be essential for the following LCM components. 
From our view, the capability report further contains following options: 1) storage capability; 2) model training capability; 3) model transfer capability.
Storage capability refers to the capability in storing model and data, which is related to scheduling of model transfer and dataset delivery. Generally, network will not schedule model transfer and dataset delivery exceeding the capability of target UEs. Model storage capability could be quantized via direct measurements (e.g., using bytes to report dataset delivery capability) or some specified reference indicators (e.g., reporting how many reference models could be stored at most in UEs).
Model training capability depicts what training options are supported in UEs, which could be further categorized into: i) transparent model training based on its proprietary collected data; ii) model training for one-sided model with the assistance of other sides (refers to training collaboration type 2 and/or type 3); iii) model training for two-sided model with the assistance of other sides (refers to training collaboration type 1). The aforementioned “assistance” includes assistant data, assistant information on hyperparameter, etc.
Model transfer capability refers to the ability to receive and deploy new AI/ML models, which is mainly for model transfer procedure. Such capability can be further interpreted as: i) receiving new AI/ML models via air interface; ii) decoding information of newly received models (i.e., some transferred models probably have been compiled, and not all UEs are able to decode information from compiled models); iii) loading new models into chipset (depending on whether chipsets open the model loading interfaces). Finally, the capability report procedure could be summarized as follows 
Observation 1: Capability report for CSI compression includes the following aspects: 1) storage capability; 2) model training capability; 3) model transfer capability.

Data collection: In last meeting, it has been agreed that data collection in CSI feedback enhancement considers: i) assistance signaling for UE’s data collection; ii) assistance signaling for gNB’s data collection; iii) delivery of the datasets. From our view, there are two typical tasks in data collection: the first one is to collect and gather raw data via various reference signals, such as the estimation of channel matrix; the second one is to deliver the collected data to the target entity (over the air). 
For the first task, as pointed out by some companies, data collection and gathering could be done in a proprietary manner via offline engineering and current interfaces. However, we believe that further enhancements on current RS (e.g., supporting more period configurations) and data reporting (e.g., introducing more assistance signaling) framework are still required to increase the efficiency of RS for data collection and provide more information for model design and training. For example, by assigning cell ID (or zone ID or beam ID) to the reported data, network could train cell-specific (or zone specific or beam specific) models to improve generalization performance. Potential concerns on data collection include: 1) proprietary issue: some proprietary information of UE might be leaked due to the introduction of assistance information; 2) overhead issue: reporting additional information requires more signaling overhead, so the corresponding gain of specific assistance information should be clearly presented to justify the necessity. Therefore, we support more detailed studies on the specific assistance information collection, including the benefits, overhead, potential privacy issues, etc.
[bookmark: _GoBack]For the second task, the design of dataset delivery mechanism highly depends on the content of datasets. In CSI compression, the majority content of dataset can be raw channel or processed PMI, which are usually reported via conventional codebooks. From our view, scenarios requiring dataset delivery include: i) gNB’s collecting training data in collaboration type1; ii) paired data exchanging at training stage for collaboration type 2 and 3; iii) data collecting for performance monitoring at network. Although legacy codebook could be directly utilized to deliver the dataset, some enhancement may still be needed to guarantee the performance of model training and performance monitoring, such as introducing more codebook configuration towards reporting high accuracy channel measurement. In addition, direct dataset reporting via data plane without any compression is also feasible, but the overhead and latency could be a big concern. Finally, period and triggering of data delivery should also be studied, which may have potential specification impacts. Data delivery can be triggered either by UE itself or network, where the procedure and signalling configurations are usually different. 
Observation 2: Assistance information such as cell ID or zone ID or beam ID in data collection can be helpful for developing flexible CSI compression models adaptive to specific areas.
Proposal 2: Study the potential specification impacts of data collection in CSI compression from following aspects: 1) enhancement reference signal design; 2) assistance information collection, such as cell ID or zone ID or beam ID; 3) codebook enhancement for dataset delivery.

Model training: In last meeting, it has been agreed that model training in CSI compression will be further discussed based on three training collaboration types, i.e., 1) joint training of two-sided model at a single side/entity; 2) joint training of the two-sided model at network side and UE side; 3) separate training at network and UE side. The agreement did not restrict model training to be implemented in an online or offline manner. Discussions on the pros/cons of each type will be emphasized in the next meeting.  
1) Training collaboration type 1: In training collaboration type 1, CSI generation part and CSI reconstruction part will be jointly designed and trained at a single entity based on either own collected data (e.g., at UE side) or reported data (e.g., at network side). Given the advantages on computation capability and storage at gNB side, joint training at network will become the dominant choice. The training procedure itself does not have any explicit specification impacts, but the parts of the trained model need to be sent to the other side for model inference, which could be termed as model transfer.
From our view, there are two main options for model transfer: i) Option 0: sending updated parameters and does not change the AI/ML model structure, which has already been supported by nowadays typical chipset implementations; ii) Option 1: sending AI/ML model parameter and structure information, which may require recompilation of the model depending on how much the model structure is changed. No matter what option is considered, a model transfer format language is required to depict the detailed information of the model, e.g., the structures and weights.
Towards the model transfer format issue, there are three possible solutions: i) defining a model transfer format by 3GPP; ii) using an available open-source model format (e.g., ONNX); iii) leaving the model transfer format to be negotiable between UE and network.  Solution 1 best suits the needs of 3GPP, but the required efforts are high; Solution 2 requires less efforts, but has potential risks in open source policy; Solution 3 is more flexible, but negotiation means additional overhead. From a lone-term view, we believe that more discussions and evaluations are needed towards model transfer format.
One obvious advantage for training collaboration type 1 is the optimal training performance compared with other collaboration types, because the CSI generation and reconstruction parts can be jointly designed. Another promising advantage of training collaboration type 1 with model transfer is the highest model flexibility among all training collaborations, i.e., network could select and transfer one or several models that most suits the current situation/configuration for specific UE. The transferred models do not need to generalize very well across various scenarios/configurations. In fact, they only need to be adapted to the current scenario/configuration. Such model flexibility could introduce an “overfitting” gain, i.e., scenario/configuration specific model usually performs better than those generalizing well across multiple scenario/configurations. Furthermore, it has been initially verified by our evaluations that such “overfitting” gain does not rely on complicated model structures, i.e., only a simple one-layer MLP is enough to achieve obvious performance gain. For more details and evaluation results, please see our companion contribution [3, 4]. However, there are still concerns for collaboration type 1, of which the most mentioned one is the model proprietary issue, i.e., when transferring a model between entities from different vendors, it is inevitable that the detailed model information will be disclosed. Nevertheless, we believe that the concerns on model proprietary mainly focus on fully-designed complicated models. For simple model such as one-layer MLP, such a concern on model proprietary becomes much less.
2) Training collaboration type 2: In training collaboration type 2, CSI generation part and CSI reconstruction part will be separately designed and jointly trained at network and UE. The training procedure is enabled by exchanging essential information over-the-air. From our view, the interaction information required in collaboration type 2 include forward-propagation information, backward-propagation information (gradients), label data, etc. Note that it is not necessary to fully align the model structure of CSI generation part at UE and CSI reconstruction part at network. Namely, it is possible to train a model with different backbone structures at UE and network (e.g., an MLP CSI generation part at UE to a Transformer CSI reconstruction part at network) to a reasonable performance in training collaboration type 2.
From the perspective of model performance, models trained through collaboration type 2 could achieve those of models trained through collaboration type1 if models are fully trained in enough epochs. For the generalization issue, as the CSI generation and reconstruction parts are distributed on different entities but jointly trained, both sides (network and UE) must maintain the same number of models for various scenarios/configurations, which could be a heavy burden for UEs with limited storage room. Although there are techniques to train a common CSI generation part to multiple CSI reconstruction part to reduce the number of required models at UE, multiple CSI generation parts are still needed. In addition, because the CSI generation and reconstruction parts are designed separately at network and UE, model proprietary could be mostly kept within network and UE. However, the concerns for collaboration type 2 are also obvious: the over-the-air overhead for joint training is usually high as there are too many iterations in one complete training procedure (especially for training from scratch). 
3) Training collaboration type 3: In training collaboration type 3, CSI generation part and CSI reconstruction part will be separately designed and trained at network and UE. The major challenge for separate training is how to guarantee the separately trained CSI generation and reconstruction part could match each other. The most reported approaches by companies to enable separate training is to share model input and output data to the other side. For more detailed illustration of separate training, please refer to our companion contributions [3, 4]. Note that either sharing data from UE to network or from network to UE is technically feasible for training collaboration type 3. 
Performance for separate training highly depends on the amount of exchanged data. Exchanging insufficient amount of data will result in an obvious performance degradation. With large amount of exchanged data, it is possible to train a model where CSI generation part and CSI reconstruction part are subject to different structures (e.g., an MLP CSI generation part to a Transformer CSI reconstruction part) to a reasonable performance in training collaboration type 3. However, it is necessary for UE and network to align some information of the utilized model, such as the quantization/dequantization method. Otherwise, there will be a non-acceptable performance loss.  Moreover, when a single decoder is associated with multiple encoders to resolve combinatorial issues, there would be performance degradation for training type 3. The advantage of separate training is to mostly keep model proprietary within each side, and the corresponding overhead (i.e., overhead in exchanging data between UE and network) can be reduced to an acceptable level by applying some dataset compression approaches. However, the overhead of separate training is still higher than that of transferring trivial models, and its performance is usually sub-optimal compared with joint training. In addition, UEs utilizing separate training still need to keep multiple models to match different CSI reconstruction parts for various scenarios/configurations, which could be a challenge for the limited storage room at UEs.
We compare the characteristics for the three training collaborations in the following table:
	
	Type 1: Joint training at single entity
	Type 2: Joint training at NW and UE
	Type 3: Separate training at NW and UE

	Interaction approach and necessary exchanging information
	Model transfer through:
Option 0: Sending updated parameters without changing the AI/ML model structure. 
Option 1: Sending AI/ML model parameter and structure information. 
	Exchanging following information over the air (for each batch): forward- and backward- propagation results, label data, hyperparameters information for training and inference, etc.
	Exchanging following information over the air: paired model input/output data for the passive side (e.g., UE sends input/output of CSI reconstruction part to gNB), some (high level) information on model structure, etc.

	Generalization issue
	Transferring specific model for the current scenario/configuration. Only one side (usually the NW) needs to store many models for different scenarios/configurations.
	Training multiple pair of models targeting different scenarios/configurations, or common encoder/decoder to multiple decoders/encoders at the cost of some performance loss. Both sides should maintain models for various scenarios/configurations.
	Training multiple pair of models targeting different scenarios/configurations, or common encoder/decoder to multiple decoders/encoders at the cost of some performance loss. Both sides should maintain models for various scenarios/configurations.

	Over-the-air overhead if supported by air interface enhancement
	Overhead depends on the model size, could be smaller for very trivial model, e.g., one-layer MLP.
	Overhead ≈ # of epoch*(forward-propagation information + back-propagation information + label information). Overhead grows linearly as the number of iterations, which is usually high.
	Depending on the size of paired model input/output data. Usually lower than type 2 but higher than type 1 with trivial models.

	Offline effort 
	N.A. 
	If exchange of derivatives is done offline, this type would require complicated offline agreement for multi-parties to develop a usable model
	If exchange of data is done offline, this type would require offline agreement for multi-parties to share data.

	Model Proprietary 
	Not keep
	Mostly Keep

	Mostly Keep
Model structure may still need to be exposed to some extent.
Quantization must be aligned between parties.

	Performance
	Upper bound for all training collaborations 
	Some performance degradation than type 1 due to potential hyperparameter misalignment. Suffers from performance degradation when one model needs to be pair with multiple models.
	Depend on the scale of exchanged data. Could achieve that of joint training if enough data is exchanged. Suffers from performance degradation when one model needs to be pair with multiple models. 



Observation 3: Pros/cons for training collaboration type 1: 
1) Pros: one side (UE or network) only needs to store models that are adaptive to specific scenarios/configurations, which could provide better performance and save storage room.
2) Pros: Trivial model (such as one-layer MLP) is enough to provide satisfying performance for specific scenarios/configurations, of which the model transfer overhead is very low.
3) Cons:  Model proprietary could not be kept during model transfer.
Observation 4: Pros/cons for training collaboration type 2:
1) Pros: Model proprietary could be kept.
2) Cons: Need to share real-time information on forward /backward propagation result and label data, of which the overhead is high. 
3) Cons: Both sides need to train and store a large number of models to adapt to various scenarios/configurations
Observation 5: Pros/cons for training collaboration type 3: 
1) Pros: Model proprietary could be kept.
2) Cons: Need to share information on dataset.
3) Cons: Performance will degrade if shared dataset is insufficient.

Signaling-based model management: Signalling-based model management include two majority parts: model activation/deactivation issues (also including model selection and model switching) and model performance monitoring issues. 
The main approach to manage model activation/deactivation/selection/switching is via model ID. A model will be assigned as a specific model after training stage for all training collaborations for further management. The detailed contents and managing methods of model ID need more study, such as whether an applied model ID could be global, local, or UE vendor specific, how to include multi-vendor interoperability in model ID, etc. Once the trained models are assigned with model IDs, UE/gNB could use these IDs to indicate the activation /deactivation/selection/switching operation of specific model. For CSI compression with two-sided model, any activating/deactivating/selecting/switching operation at one side will cause a similar operation at the other side. From our view, model management including both network and UE simultaneously should be mainly managed by network. 
For performance monitoring in CSI compression, there are usually two kinds of metrics: direct ones (inference accuracy such as SGCS of model input and output) and indirect ones (system level performance such as throughput). If direct metrics are considered, performance monitoring requires real-time measurement, i.e., real-time measured channels. Therefore, following options can be considered: 1) UEs measure real-time channel via RS and compute direct metric results accordingly. After that, UEs make decisions themselves and report the decisions to network. 2) UEs measure real-time channel via RS and compute direct metric results. After that, UEs report metric results to network and let network make the decision. 3) Network collects real-time channel measurements from UEs (Network could configure UEs whether to report the corresponding compressed CSI along with the real-time channel measurements), computes the metric result, and finally make the decisions. Pros/Cons of the above options are proposed to be further studied in terms of overhead, effectiveness, privacy keeping, etc. As presented above, data collection is also widely involved in the procedure of performance monitoring. Whether data collection in performance monitoring should follow the same design of conventional data collection for model training needs more discussions in the future meeting.
In CSI compression, calculating direct performance metrics at one side (UE or network) requires to know both the CSI generation part and reconstruction part, which may cause concerns in model proprietary issues. As one of the basic motivations for training collaboration type 2 and 3 is to keep model proprietary, it is not expected to violate such principle in performance monitoring. If indirect metrics are considered, a monitoring window should be configured first for the network to monitor the overall performance. After acquiring some results on performance metric, it is usually up to the network to make the decisions for model activation/deactivation/selection/switching, where latency issue of the performance monitoring results should be carefully considered in the decision-making policies. One potential problem for indirect metric-based performance monitoring is to how to figure out whether the observed performance degradation is caused by the model, since indirect metrics are usually impacted by various time-varying factors.
Observation 6: Model activation/deactivation/selection/switching can be managed via model IDs assigned to each model.
Observation 7: Computing direct metrics (such as SGCS of model input and output) within one side (UE or network) needs to know both CSI generation part and CSI reconstruction part, which could have potential concerns in model proprietary.
Proposal 3: Study the potential direct and indirect metrics for performance monitoring (as well as their pros/cons) in CSI compression.
Proposal 4: Study the potential specification impacts of model activation/deactivation/selection/switching via model ID for CSI compression.
Proposal 5: Study the feasibility of computing direct performance metrics for CSI compression (such as SGCS of model input and output) within one side for performance monitoring without violating model proprietary.

Model update: When some serious performance degradations are observed during performance monitoring, or the environments/configurations of UEs have changed, the undergoing models usually need to be updated. Common model updating methods include model re-training based on newly collected data, model finetuning via real-time data, etc. It is not difficult to see that model update could be done in an offline manner, where the updating approach is 3GPP transparent. Once the updated model is available, it is deployed, assigned with model ID and managed as usual models. 
The detailed deploying procedure of updated models depends on the corresponding training collaborations: 1) For training collaboration type 1, the updated model will be transferred to the target entity just as the deployment of new models. 2) For training collaboration type 2, model updating requires information exchanging over-the-air. The whole updating procedure is similar to the training of new models, but the overhead is generally lower. 3) For training collaboration type 3, after the updating of model at one side, additional input and output data of newly updated model is required to share between UE and network to guarantee the matching issue. A model updating procedure can be trigger by either UE or network for various reasons, such as a degradation observed in performance monitoring by network, a handover or reconnected observed by UE, etc. To guarantee the performance of network, it is better to let network make the decision on model update, but UEs could also request a model update to the network based on their own policies.
Observation 8:  An updated model could be deployed in a similar approach to a new model, of which the detailed procedure depends on the corresponding training collaboration type.
Proposal 6: Study the potential specification impacts of model update in CSI compression triggered by UE or network.

Specification impacts on CSI report
In last meeting, it has been agreed that further studies on CSI report include the potential specification impacts on: 1) output for CSI generation model and/or input for CSI reconstruction model; 2) CQI determination; 3) RI determination. From our view, just like the UCI payload format for legacy codebook, the configuration of output for CSI generation part (or equivalently the input for CSI reconstruction part in most cases) should have specification impacts, of which the size and format should be specified at least. When there are multiple pairs of CSI generation and reconstruction part targeting different feedback payloads, the size of output for CSI generation part could implicitly indicate which CSI reconstruction part should be adopted to decode the information. In addition, there is a special case that output for CSI generation part does not equal to input of CSI reconstruction part, where a common CSI generation part is trained to match multiple CSI reconstruction part with different input size. Typically, the CSI generation part generates binary output with relatively larger size (e.g., 200-bit length). When targeting smaller payloads (e.g., 180-bit length), the corresponding number of bits are extracted from the original one and reported for CSI reconstruction part. In this case, the size of input for CSI reconstruction part and processing method for output of CSI generation part should be specified. Otherwise the CSI reconstruction will fail due to incorrect input. The above technique can reduce the number of models that should be stored at UE side, i.e., a UE could generate outputs of various size with the same model, thus saving some overhead in model transfer and/or model training.
Proposal 7: Study the potential specification impacts for configuration and content of output for CSI generation part and/or input for CSI reconstruction part.
Proposal 8: Study the potential specification impacts for the alignment of pre-processing approaches for CSI reconstruction part and post-processing approaches for CSI generation part.
 
Conventionally, CQI is calculated by reported PMI, CRI and RI. For eType II codebook, based on the ideal precoder, UE select the DFT basis in spatial domain and frequency domain and calculate the corresponding coefficients. Then UE reports PMI, i.e., the bases and coefficients, with which gNB and UE can both discover the reported precoder with reported PMI. So, UE can calculate and report the CQI corresponding to the reported precoder, i.e., reported PMI.
However, it is usually challenging for UEs to know the full model in some training collaborations (CSI reconstruction part is usually missed), or the CSI reconstruction part at UE side is different from the actual one used at gNB side. Therefore, it is almost impossible for UEs to know the decoded PMI at gNB side (i.e., the output of CSI reconstruction part). Besides, it is also difficult for UE to calculate the precise CQI corresponding to the reported precoder, which may cause the mismatch of PMI and CQI. So, it is necessary to study how to calculate CQI matched with the reported PMI at UE side in the case that UE does not know the reported precoder.
The computation of RI for AI/ML models is relatively straightforward. For AI models with Rank > 1, rank adaption can be reused and the corresponding AI models can be used for each fixed rank number.
Observation 9:  Legacy RI reporting mechanism can be reused for AI/ML based CSI compression.
Proposal 9: Study how UE calculate CQI matched with the reported PMI in the case that UE does not know the reported precoder.

Specification impacts on quantization method at CSI generation part and dequantization method at CSI reconstruction part
Quantization at CSI generation part refers to the process of projecting floating numbers to binary bits, which is usually the last step (or layer) of CSI generation model, and dequantization at CSI reconstruction part refers to the reverse procedure, which is usually the first step (or layer) of CSI reconstruction model. Typical quantization (dequantization) methods include scalar quantization (which means the projecting process is to use several bits to quantize a float number) and vector quantization (which means the projecting process is to use several bits to quantize several float numbers via a quantization codebook). In CSI compression, quantization at CSI generation part and dequantization at CSI reconstruction part should be aligned to achieve a satisfying performance. For joint training at single entity, quantization and dequantization can be set to be the same. However, for training of models distributed on both network and UE (such as training collaboration type 2 and type 3), quantization methods at two sides are not naturally aligned, where additional aligning mechanisms are required. Note that we believe quantization methods should be aligned at training stage to avoid training failure.
Observation 10: If quantization method at CSI generation part and dequantization method at CSI reconstruction part are not aligned, there will be an unacceptable performance loss for AI/ML models.
Proposal 10: Study the potential specification impacts for the alignment of quantization/dequantization method in CSI compression.

CSI prediction
The CSI prediction can be conducted at gNB or UE or jointly.
To support gNB-based CSI prediction with high accuracy, the CSI feedback enhancement should be carefully designed to reserve Doppler information or time varying information as much as possible. Another approach is to discover the CSI prediction based on SRS, which should settle down both the calibration of UL-DL reciprocity in FDD system and the time domain prediction simultaneously.
For the UE-based CSI prediction, the UE should report the capability of CSI prediction to the gNB and gNB decides the activation, deactivation, configuration and adjustment of CSI prediction. UE also can request the activation and deactivation of CSI prediction based on its capability. The capability is related to the model, the validation accuracy, the supported speed (or scenario and configuration). Furthermore, the gNB and UE should align the prediction related time domain configuration information. This alignment includes the number and the time ID of historical CSIs and future CSIs to be predicted. This alignment also impacts the data collection and CSI feedback processes. In addition, to support UE-based CSI prediction, further study is needed on issues like 
· what CSI-RS configurations (e.g., CSI-RS time domain type(s)) should be supported
· [bookmark: _Hlk111219393]how to correctly define CSI reference resource to ensure 1) gNB and UE have same understanding that the CSI corresponds to future time locations, and 2) sufficient time is reserved for UE to processing for CSI report generation. 
The CSI prediction can also be jointly conducted at UE and gNB. For example, UE can predict the CSI at +L th slot and feedback this prediction result. Then, gNB can utilize the historical feedbacks and the new feedback to interpolate more CSIs of future slots (e.g., +1, +2, …, +(L-1) th slots).

The performance monitoring of CSI prediction can be achieved by comparing predicted channel and next CSI-RS measurement or CSI report. Therefore, the performance monitoring of CSI prediction is highly related to the CSI-RS and reporting. To ensure a good performance monitoring, it may need some dedicated CSI-RS and reporting process to derive label with lower noise and interference. Furthermore, since AI based CSI prediction and compression will compose a model chain, the life cycle management of this model chain should care about the performance of each model and the whole chain.
If the predicted future CSI is on the time occasion of a CSI measurement, finetuning is available for the AI-based CSI prediction. The finetuning parameters, e.g., the base model, learning rate, batch size and update number, should be specified or indicated.
At last, the adjustment of CSI-RS and CSI reporting configuration can also be conducted based on the CSI prediction result.
Proposal 11: Study the specification impact of both UE-based and joint UE-gNB CSI prediction.
Proposal 12: For UE-based CSI prediction, study on specification impact at least includes the following aspects
· Capability report of CSI prediction
· gNB’s activation, deactivation, configuration and adjustment of AI based CSI prediction, and UE’s request on such actions
· gNB and UE’s alignment on prediction related time domain configuration information
· Supported CSI-RS configurations (e.g., CSI-RS time domain type(s))
· Correct CSI reference resource definition
Proposal 13: Further study feedback enhancements to facilitate joint UE-gNB prediction . 
Proposal 14: Study on LCM aspects of CSI prediction at least includes the following
· For performance monitoring, functionality of using dedicated CSI-RS and reporting process to derive label with lower noise and interference
· LCM of chained AI model (e.g., for AI-based prediction and compression)
· Finetuning process of AI-based CSI prediction
Conclusions
Observations and proposals are summarized as follows:
Observation 1: Capability report for CSI compression includes the following aspects: 1) storage capability; 2) model training capability; 3) model transfer capability.
Observation 2: Assistance information such as cell ID or zone ID or beam ID in data collection can be helpful for developing flexible CSI compression models adaptive to specific areas.
Observation 3: Pros/cons for training collaboration type 1: 
1) Pros: one side (UE or network) only needs to store models that are adaptive to specific scenarios/configurations, which could provide better performance and save storage room.
2) Pros: Trivial model (such as one-layer MLP) is enough to provide satisfying performance for specific scenarios/configurations, of which the model transfer overhead is very low.
3) Cons:  Model proprietary could not be kept during model transfer.
Observation 4: Pros/cons for training collaboration type 2:
1) Pros: Model proprietary could be kept.
2) Cons: Need to share real-time information on forward /backward propagation result and label data, of which the overhead is high. 
3) Cons: Both sides need to train and store a large number of models to adapt to various scenarios/configurations
Observation 5: Pros/cons for training collaboration type 3: 
1) Pros: Model proprietary could be kept.
2) Cons: Need to share information on dataset.
3) Cons: Performance will degrade if shared dataset is insufficient.
Observation 6: Model activation/deactivation/selection/switching can be managed via model IDs assigned to each model.
Observation 7: Computing direct metrics (such as SGCS of model input and output) within one side (UE or network) needs to know both CSI generation part and CSI reconstruction part, which could have potential concerns in model proprietary.
Observation 8: An updated model could be deployed in a similar approach to a new model, of which the detailed procedure depends on the corresponding training collaboration type.
Observation 9: Legacy RI reporting mechanism can be reused for AI/ML based CSI compression.
Observation 10: If quantization method at CSI generation part and dequantization method at CSI reconstruction part are not aligned, there will be an unacceptable performance loss for AI/ML models.

Proposal 1: To ensure the enhancement of CSI at both low and high-speed scenarios, study AI/ML for time domain CSI prediction with high priority.
Proposal 2: Study the potential specification impacts of data collection in CSI compression from following aspects: 1) enhancement reference signal design; 2) assistance information collection, such as cell ID or zone ID or beam ID; 3) codebook enhancement for dataset delivery.
Proposal 3: Study the potential direct and indirect metrics for performance monitoring (as well as their pros/cons) in CSI compression.
Proposal 4: Study the potential specification impacts of model activation/deactivation/selection/switching via model ID for CSI compression.
Proposal 5: Study the feasibility of computing direct performance metrics for CSI compression (such as SGCS of model input and output) within one side for performance monitoring without violating model proprietary.
Proposal 6: Study the potential specification impacts of model update in CSI compression triggered by UE or network.
Proposal 7: Study the potential specification impacts for configuration and content of output for CSI generation part and/or input for CSI reconstruction part.
Proposal 8: Study the potential specification impacts for the alignment of pre-processing approaches for CSI reconstruction part and post-processing approaches for CSI generation part.
Proposal 9: Study how UE calculate CQI matched with the reported PMI in the case that UE does not know the reported precoder.
Proposal 10: Study the potential specification impacts for the alignment of quantization/dequantization method in CSI compression.
Proposal 11: Study the specification impact of both UE-based and joint UE-gNB CSI prediction.
Proposal 12: For UE-based CSI prediction, study on specification impact at least includes the following aspects
· Capability report of CSI prediction
· gNB’s activation, deactivation, configuration and adjustment of AI based CSI prediction, and UE’s request on such actions
· gNB and UE’s alignment on prediction related time domain configuration information
· Supported CSI-RS configurations (e.g., CSI-RS time domain type(s))
· Correct CSI reference resource definition
Proposal 13: Further study feedback enhancements to facilitate joint UE-gNB prediction. 
Proposal 14: Study on LCM aspects of CSI prediction at least includes the following
· For performance monitoring, functionality of using dedicated CSI-RS and reporting process to derive label with lower noise and interference
· LCM of chained AI model (e.g., for AI-based prediction and compression)
· Finetuning process of AI-based CSI prediction
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