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1 Introduction
In RAN#94 plenary meeting [1], a new SID on Artificial Intelligence (AI)/ Machine learning (ML) was approved. Two cases of AI/ ML-based beam management will be considered: beam prediction in the spatial domain and beam prediction in the temporal domain. In RAN1#109e and 110, the evaluation methods and KPIs for AI/ML based beam management have been discussed [2] [3]. In particular, system-level simulations were agreed as a baseline and many basic KPIs are achieved for the performance evaluation of AI/ ML-based beam management. In this article, we will provide our views on AI/ML evaluation for beam management, as well as further discussion of the assumptions.
2 Evaluation methodology for beam prediction
For AI/ ML-based beam management, in RAN1#110, the following agreement was made. Two beam sets are defined for DL beam prediction and DL beam measurement respectively. The relationship between Set A and Set B can be further studied based on the following agreement. 
	Agreement
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.
Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
Note1: The beam pattern of Set A and Set B can be clarified by the companies.


Although the agreements provide a variety of set A/B options for BM-Case1 and BM-Case2, the number of beams to be used for each company's simulation remains unclear. For the beam training stage, more beams are usually used to bring better learning effect, but it will also bring greater resource consumption and more complex training process. However, when different companies make inferences based on different training models, it is difficult to align the simulation results among companies due to the inconsistent number of the input and output beams of the model. Therefore, unifying the number of beams contained in set A and set B is important for evaluating the simulation results.
[bookmark: _Ref111205007][bookmark: _Ref111199102][bookmark: _Ref111205102]Proposal 1: For both BM-Case1 and BM-Case2, unifying the number of beams contained in set A and set B should be considered.
Beam prediction accuracy related KPIs
In addition, for the beam prediction accuracy point, there are two options were agreed in RAN1#110.
	Agreement
· To evaluate the performance of AI/ML in beam management, further study the following KPI options:
· Beam prediction accuracy related KPIs, may include the following options:
· Average L1-RSRP difference of Top-1 predicted beam
· Beam prediction accuracy (%) for Top-1 and/or Top-K beams, FFS the definition:
· Option 1: The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Option 2: The beam prediction accuracy (%) is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”
……


When the trained AI/ML model is used for inference, the gNB will sweep the CSI-RS/SSB beams according to beam pattern of set B, and the UE will measure the reference resources to obtain the corresponding L1-RSRPs.Then these measurement results will be used as model input for inferring the Top-K beams. Finally, beam sweeping based on the inferred Top-K beams will be carried out as the legacy method, and the optimal beam of the Top-K beams will be chose for reporting. To evaluate the performance of AI/ML in beam management, as long as the Top-1 genie-aided is included in the Top-K predicted beams, then legacy method is sure to select the optimal beam. So we prefer Option 2. Therefore, we have the following proposal:
[bookmark: _Ref111192795]Proposal 2: To evaluate the performance of AI/ML in beam management, Option 2 should be considered. 
Beam prediction other KPIs
In the last meeting, RS overhead or RS overhead reduction can be considered as a KPI for beam prediction, and the following proposal was made.
	Proposal 2-2-1d: 
· For RS overhead or RS overhead reduction, further study the following options for down selection:
· Option 1: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement (in Set B)
· where M is the total number of beams (pairs) to be predicted (in Set A)
· Option 2: 
· Where  is the number of beams (pair) (in Set B) required for measurement during time slot 
· where M is the total number of beams (pair) to be predicted (in Set A)
· Option 3:  
· Option 4: 
· where N is the number of beam pairs (with reference signal (SSB and/or CSI-RS)) required for measurement in Set B
· Option 5: Companies report
· The RS overhead reduction compared to an exhaustive beam sweep over set A
· The RS overhead consisting of the beams being swept in Set B and the Top-K beams for P2 beam sweep after inference (if applicable)
· Other options are not precluded
· Note: the down selection may be different for BM-Case 1 and BM-Case 2. 
· [FFS on assumptions of beam sweeping]



The calculation method of options 1, 3 and 4 only depends on the number of beams, and the difference is whether to consider the overhead required for further selection in the Top-K beams. Regarding this issue, we think it should be clear who this KPI is aimed at first. If it is aimed at AI/ML models, the subsequent Top-K beam selection is not actually a part of AI but the implementation of UE or gNB. Then, Option1 should be used as a KPI for the model. But if it is aimed at the whole beam prediction process, then all beam overhead should be calculated. However, the part outside the AI model is difficult to express with a simple number of beams. For option 2, some time factors are taken into account. It may be difficult to provide corresponding time parameters for spatial beam prediction. In conclusion, option 1 can be used as the KPI of the model at least for spatial beam prediction. For option 2, it can be further considered in temporal beam prediction.
Proposal 3: For RS overhead or RS overhead reduction, option 1 should be considered as KPI for	spatial domain beam prediction.
3 Spatial domain beam prediction 
The spatial beam prediction task aims to select the optimal Tx-Rx beam pair among multiple transmitting and receiving beams. The most simple and intuitive selection method is to traverse the beams from both transmitter and receiver, and select the optimal beam pair according to the measurement results. However, with the increase of the number of beams, the reference signal resources and reporting resources for beam measurement will increase sharply. Therefore, AI/ML technology was introduced in the hope that the global beam result could be inferred from the measurement of a small number of resources, as shown in the figure below.

[bookmark: _GoBack]
Figure 1. Diagram of the spatial domain beam prediction.
In our view, we prefer set B to be a subset of set A. Because this method has a clearer correspondence between beams in set B and set A, which requires less input assistance information, and is more conducive to the efficiency of the AI/ML model. However, how to determine Set B out of the beams in Set A still needs further consideration. First of all, it should be discussed based on which side the AI/ML inference is conducted. If AI/ML inference is at NW side, the NW can select K beams out of Set A that have the best inference performance for the specific scenario. Thus, the beam pattern should be based on NW implementation. Besides, if AI/ML inference is at UE side, a fixed beam pattern allows UE to implement a simple AI model. Also a fixed beam pattern is beneficial to achieve better inference performance.
Proposal 4: Set B to be a subset of set A for spatial domain beam prediction can be used as baseline, 
· If AI/ML inference is at NW side, beams in Set B can be determined by NW implementation.
· If AI/ML inference is at UE side, beams in Set B can be determined with a fix pattern.
In RAN1#109e meeting, the agreements on the input of AI/ML modes for BM-Case1 and BM-Case2 were made as below:
	Conclusion
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· [bookmark: OLE_LINK34][bookmark: OLE_LINK35]Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.


Alt1 and Alt 4 seem to be the two most intuitive approaches, the difference between two alternatives is whether or not to provide an additional Beam ID. The meaning of beam ID is to inform the corresponding relationship between the input RSRP and the output RSRP. If it is a fixed beam pattern or an indicated beam pattern of set B, the beam ID is already implied in the input information, and the inference device can only use RSRP as the input. For random beam pattern, beam ID may be further indicated to determine the input-output correspondence, which needs further consideration.
Proposal 5: Whether to choose Alt 1 or Alt 4 needs further discussion according to the beam pattern selection.
4 Temporal beam prediction 
In high mobility scenarios, UE and gNB must carry out multiple beam measurements in a short time to ensure communication quality, which will certainly bring huge resource overhead. Therefore, in addition to the spatial domain beam prediction, it is necessary to realize the time domain beam prediction. Different from the spatial domain beam prediction, temporal beam prediction includes observation window and prediction window. In observation window, beams in set B will be measured N times at different occasions (the size of N depends on the size of the observation window) and the corresponding N sets measurement results are obtained, which are used as input for the AI/ML model to predict the beam measurement results in the future.


Figure 2. Diagram of the temporal beam prediction.
The main purpose of temporal beam prediction is to obtain the future beam information based on historical beam information. If Set A and Set B are different, the AI/ML model will be used to predict the beam in both temporal domain and spatial domain. On the contrary, if Set A and Set B are the same, only temporal domain prediction is conducted. In our views, if temporal domain prediction and spatial domain prediction are conducted together, it will be difficult to analysis which part of the performance loss is cause by temporal domain prediction. In addition, it does not need to consider the beam pattern of set B, which further simplifies the complexity of the preliminary simulation. Therefore, we suggest to evaluate and further study “Set A and Set B are the same” as the baseline.
Proposal 6: For temporal beam prediction, evaluate and further study “Set A and Set B are the same” as the baseline.
5 Conclusions
In this contribution, we discuss the potential specification impacts and enhancements for AI/ML based beam management. We have the following proposals.
Proposal 1: For both BM-Case1 and BM-Case2, unifying the number of beams contained in set A and set B should be considered.
Proposal 2: To evaluate the performance of AI/ML in beam management, Option 2 should be considered.
Proposal 3: For RS overhead or RS overhead reduction, option 1 should be considered as KPI for	spatial domain beam prediction.
Proposal 4: Set B to be a subset of set A for spatial domain beam prediction can be used as baseline, 
· If AI/ML inference is at NW side, beams in Set B can be determined by NW implementation.
· If AI/ML inference is at UE side, beams in Set B can be determined with a fix pattern.
Proposal 5: Whether to choose Alt 1 or Alt 4 needs further discussion according to the beam pattern selection.
Proposal 6: For temporal beam prediction, evaluate and further study “Set A and Set B are the same” as the baseline.
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