3GPP TSG RAN WG1 #110-e		                                    		   R1-2207094
Toulouse, France, August 22th – 26th, 2022

Agenda Item:	9.2.4.1	
Source:	InterDigital, Inc.
Title:	Evaluation on AI/ML for positioning accuracy enhancement
Document for:	Discussion and Decision
[bookmark: _Ref513464071]Introduction
In RAN#109-e, the following agreements were made [1].
	Agreement
The IIoT indoor factory (InF) scenario is a prioritized scenario for evaluation of AI/ML based positioning. 

Agreement
For evaluation of AI/ML based positioning, at least the InF-DH sub-scenario is prioritized in the InF deployment scenario for FR1 and FR2.

Agreement
For InF-DH channel, the prioritized clutter parameters {density, height, size} are:
· {60%, 6m, 2m};
· {40%, 2m, 2m}. 
· Note: an individual company may treat {40%, 2m, 2m} as optional in their evaluation considering their specific AI/ML design.

Agreement
For evaluation of AI/ML based positioning, reuse the common scenario parameters defined in Table 6-1 of TR 38.857.

Agreement
For evaluation of InF-DH scenario, the parameters are modified from TR 38.857 Table 6.1-1 as shown in the table below.
· The parameters in the table are applicable to InF-DH at least. If another InF sub-scenario is prioritized in addition to InF-DH, some parameters in the table below may be updated.

Agreement
The CDF percentiles to analyse are: {50%, 67%, 80%, 90%}.
· 90% is the baseline. {50%, 67% 80%} are optional.

Agreement
Synthetic dataset generated according to the statistical channel models in TR38.901 is used for model training, validation, and testing.

Agreement
The entry “UE horizontal drop procedure” in the simulation parameter table for InF is updated to the following.
	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be selected from
- (baseline) the whole hall area, and the CDF values for positioning accuracy is obtained from whole hall area.
- (optional) the convex hull of the horizontal BS deployment, and the CDF values for positioning accuracy is obtained from the convex hull.



Agreement
If spatial consistency is enabled for the evaluation, companies model at least one of: large scale parameters, small scale parameters and absolute time of arrival, where
· [bookmark: _Hlk111120821]the large scale parameters are according to Section 7.5 of TR 38.901 and correlation distance =  for InF (Section 7.6.3.1 of TR 38.901)
· the small scale parameters are according to Section 7.6.3.1 of TR 38.901
· the absolute time of arrival is according to Section 7.6.9 of TR 38.901
 
Agreement
If spatial consistency is enabled for the evaluation of AI/ML based positioning, the baseline evaluation does not incorporate spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).
-         It is optional to implement spatially consistent UT/BS mobility modelling (Section 7.6.3.2 of TR 38.901).

Agreement
Companies are encouraged to provide evaluation results for:
· Direct AI/ML positioning
· Companies are encouraged to describe at least the following implementation details for the evaluation
· details of the channel observation used as the input of the AI/ML model inference (e.g., type and size of model input), model input acquisition and pre-processing
· AI/ML assisted positioning
· Companies are encouraged to describe at least the following implementation details for the evaluation
· details of the channel observation used as the input of the AI/ML model inference (e.g., type and size of model input), model input acquisition and pre-processing
· details of the output of the AI/ML model inference, how the AI/ML model output is used to obtain the UE’s location

Agreement
When reporting evaluation results with direct AI/ML positioning and/or AI/ML assisted positioning, proponent company is expected to describe if a one-sided model or a two-sided model is used.
· If one-sided model (i.e., UE-side model or network-side model), the proponent company report which side the model inference is performed (e.g. UE, network), and any details specific to the side that performs the AI/ML model inference.
· If two-sided model, the proponent company report which side (e.g., UE, network) performs the first part of interference, and which side (e.g., network, UE) performs the remaining part of the inference.
 
Agreement
For evaluation of AI/ML based positioning, the computational complexity can be reported via the metric of floating point operations (FLOPs).
· Note: For AI/ML assisted methods, computational complexity for the AI/ML model is only one component of the overall complexity for estimating the UE’s location.
· Note: Other metrics to measure the computational complexity are not precluded.
 
Agreement
For evaluation of AI/ML based positioning, details of the training dataset generation are to be reported by proponent company. The report may include (in addition to other selected settings, if applicable):
· The size of training dataset, for example, the total number of UEs in the evaluation area for generating training dataset;
· The distribution of UE location for generating the training dataset may be one of the following:
· Option 1: grid distribution, i.e., one training data is collected at the center of one small square grid, where, for example, the width of the square grid can be 0.25/0.5/1.0 m.
· Option 2: uniform distribution, i.e., the UE location is randomly and uniformly distributed in the evaluation area. 



In this contribution, we demonstrate evaluation results for AI/ML based positioning in IIoT scenarios.
Evaluation results
In this contribution, we present evaluation results for AI/ML positioning as per the agreements made in RAN1#109e [1]. 
Evaluation assumptions
Detailed simulation assumptions are listed in Table A1. A summary of the evaluation assumptions is described below: 
· channel: InF-DH 
· clutter parameters {density, height, size}: {60%, 6m, 2m}
· UE dropping mechanism for training phase: Option 2 “uniform distribution (i.e., the UE location is randomly and uniformly distributed in the evaluation area”) 
· Spatial consistency modelling: the large-scale parameters are according to Section 7.5 of TR 38.901 and correlation distance =  [image: ] for InF (Section 7.6.3.1 of TR 38.901)
· Types of AI/ML positioning
· Direct AI/ML positioning: Use AI to estimate the UE location based on measurements
· Inputs: RSRP and/or RSTD measurements
· Output: Location information
· Inference operation: One-sided model where inference (UE location) is generated at the network
· Motivation: Locating UEs on the factory floor
· Model: ResNet (By varying number of residual layers, computation complexity of the model is adjusted)
· Dataset (e.g., for training, validation, testing) details:  described in Table A2
· AI/ML assisted positioning: Use AI to generate measurements that are not observable by the UE
· Input: RSRP
· Output: RSTD
· Inference operation: One-sided model where inference (estimated RSTD) is generated at the UE (collaboration level z according to the definition agreed in RAN1#109e [1])
· Motivation: UEs may not be capable of obtaining timing measurements due to limited UE capability. Use RSRP-based fingerprinting to generate timing measurements.
· Model:  ResNet (By varying number of residual layers, computation complexity of the model is changed)
· dataset details (e.g., for training, validation, testing):  described in Table A3
It should be noted that the UEs are dropped uniformly across the floor which creates a challenging environment for positioning since UEs located in the corners pontentially receive PRSs from a smaller number of TRPs compared to the UE located in the convex hull. It is expected that accuracy performance for the UEs located close to the corner of the factory floor of conventional methods such as DL-TDOA degrade considerably.
Evaluation results
Direct AI/ML positioning


Figure 1 AIML based positioning
In this subsection, we present results for direct AI/ML positioning where UE positions are estimated directly by providing RSRP/timing measurements as an input to the ML model (case 3 to case 6). In Table 1, accuracy and complexity performance comparison between different ML models and different input(s) are presented. The number of residual layers of ResNet is adjusted to study the effect of computational complexity on the accuracy performance. The computational complexity is evaluated using FLOP (Floating Operations) per inference (estimated UE location or measurement). 
For the baseline positioning techniques, we simulate DL-TDOA and multi-RTT (mRTT) techniques (case 1 & 2). In Figure 2, CDF curves for direct ML positioning cases are compared against baseline simulation cases. 
Table 1 FLOP and horizontal accuracy of Direct AI/ML positioning (m)
	
Simulation Cases

	Complexity (FLOP)
	
50% ile
	
67% ile
	
80% ile
	
90 %ile

	Case 1: DL-TDOA
	N.A.
	2.2944
	4.5906
	7.9878
	10.9090

	Case 2: mRTT
	N.A.
	0.5963
	1.0681
	1.6487
	2.4705

	Case 3: M1-fingerprinting(RSRP)
	18.34 M
	1.6021
	2.0669
	2.6096
	3.2796

	Case 4: M2-fingerprinting(RSTD)
	9.38 M
	0.6599
	0.8839
	1.1878
	1.6511

	Case 5: M3-fingerprinting(RSTD)
	37.34 M
	0.6165
	0.8424
	1.1224
	1.5719

	Case 6: M4-fingerprinting(RSRP+RSTD)
	11.41 M
	0.9465
	1.2377
	1.5658
	2.0405


The following observations are made based on the results.
Observation 1: Direct ML positioning technique achieves better positioning accuracy than conventional positioning techniques (Case 5 vs Case 1&2).
Observation 2: Direct positioning technique yields significantly higher positioning accuracy approximately 9.3 m than DL-TDOA positioning at CDF=0.9.  (Case 5 vs Case 1).
Observation 3: Direct positioning technique results higher positioning accuracy approximately 0.9 m than mRTT at CDF=0.9. (Case 5 vs Case 2)
Observation 4: Model complexity in order of ~10 M FLOP achieves better positioning accuracy than conventional positioning techniques. 
It is clear from Table 1 that conventional positioning techniques resulting poor positioning accuracy due to heavy NLOS condition and UEs on the edge of the factory floor.  It is noticeable that ML based positioning techniques provide higher positioning accuracy compared to the conventional positioning technique (DL-TDOA). In Figure 2, positioning accuracy of each simulation case is presented in CDF curves. Case 4 and Case 5 in Table 1 correspond to “RSTD-1” and “RSTD-2” in the figure, respectively.  
[image: ]
Figure 2 CDF plot of performance of different direct ML positioning techniques and conventional techniques
In Figure 3, UEs with horizontal accuracy greater than 3 meters are indicated with blue dots while red dots indicate the location of the TRPs. While ML based positioning techniques perform better than non-ML(conventional) techniques, ML based positioning techniques still performs poorly for the UEs on the edge of the floor compared to UEs located within the convex hull.
[image: ]
Figure 3 Accuracy vs location plot for direct ML positioning (Case 5)
Based on the observations, we make following proposal:   
Proposal 1: Adopt direct AI/ML positioning to achieve high positioning accuracy. 
Proposal 2: Study enhancements to improve positioning accuracy for the UEs dropped on the edge of the deployment area. 
AIML assisted positioning 
In this subsection, the performance result of the AIML assisted positioning is evaluated. Due to limited UE capabilities, some UEs may not be capable to obtain accurate timing measurements. It is proposed to use an AI/ML model to estimate timing measurements by providing RSRP measurements as an input to the AI/ML model. The AIML-assisted positioning system evaluated in the contribution is shown in Figure 4 where the AI/ML model generates timing measurements (RSTD) based on RSRP measurements. The reference TRP is fixed, with respect to which RSTD is computed. The training and testing procedure is described below.
1. One RSTD and RSRP measurements are collected per TRP during training where the RSTD measurements are used as the target. 
2. Once the AI/ML model is trained, RSRP measurements are presented to the AI/ML model to obtain estimated RSTD measurements.
3. Using the obtained RSTD measurements, DL-TDOA is implemented and UE location estimate is obtained from DL-TDOA.



[bookmark: _Ref111193753]Figure 4 AIML assisted positioning system
The horizontal accuracy for baseline simulation cases (case 7 and case 8) are compared against AI/ML assisted RSTD estimation techniques (case 9 and case 10) in Table 2. In addition, normalized MSE (NMSE) between acatual RSTD measurements and estimated RSTD measurements are shown in the table. For case 7, actual RSTD measurements are provided as an input to conventional TDOA algorithm. For Case 8, actual RSRP measurements are used for the DL-AoD positioning method. For case 9 and 10, estimated RSTD values are provided as an input to the conventional DL-TDOA algorithm. It is also noticeable that increasing the complexity in the model does not have a large impact on the accuracy performance of the AI/ML assisted positioning method.
The results presented in Table 2 show that positioning method using estimated RSTD yields better positioning accuracy than DL-AoD method. The accuracy performance of DL-AoD degrades rapidly in NLOS heavy environment such as InF-DH. Due to the estimation error, estimated RSTD based positioning cases yield lower accuracy than DL-TDOA which use actual RSTD measurements.
Table 5 Conventional positioning method using estimated measurements : FLOP, RSTD NMSE, horizontal accuracy
	
Simulation cases

	Complexity (FLOP)
	RSTD NMSE
(1016  m) 
	
50% ile
	
67% ile
	
80% ile
	
90 %ile

	Case 7: DL-TDOA with actual RSTD measurements
	N.A. 
	N.A. 
	2.0004    
	4.3218    
	8.2266   
	11.8934

	Case 8: DL-AoD 
	N.A.
	N.A.
	9.6731   
	12.8102   
	16.4264   
	37.1792

	Case 9: DL-TDOA with estimated RSTD measurements(M5)
	12.61 M
	0.0409
	5.7499    
	8.7265   
	12.1417   
	16.0340

	Case 10: DL-TDOA with estimated RSTD measurements(M6)
	11.42 M 
	0.0445
	5.4290    
	7.6270   
	12.3024   
	15.6817


Based on the above results, the following observation is made.
Observation 5: Positioning based on predicted RSTD measurements yields significantly higher positioning accuracy than DL-AoD positioning technique. 
It should be noted that further enhancements in performance for AI/ML assisted positioning method should be possible by increasing the complexity of the model. In addition, using the AI/ML model, it is sufficient to obtain an coarse estimate of the UE location. Such an estimate may be useful for further optimization of PRS configurations for the network. Based on the observation and evaluation results, the following proposals are made.
Proposal 3: Study further whether AI/ML assisted positioning can be used to estimate observable measurements or unobservable measurements. 
Conclusion.
Observation 1: Direct ML positioning technique achieves better positioning accuracy than conventional positioning techniques (Case 5 vs Case 1&2).
Observation 2: Direct positioning technique yields significantly higher positioning accuracy approximately 9.3 m than DL-TDOA positioning at CDF=0.9.  (Case 5 vs Case 1).
Observation 3: Direct positioning technique results higher positioning accuracy approximately 0.9 m than mRTT at CDF=0.9. (Case 5 vs Case 2)
Observation 4: Model complexity in order of ~10 M FLOP achieves better positioning accuracy than conventional positioning techniques. 
Proposal 1: Adopt direct AI/ML positioning to achieve high positioning accuracy. 
Proposal 2: Study enhancements to improve positioning accuracy for the UEs dropped on the edge of the deployment area. 
Proposal 3: Study further whether AI/ML assisted positioning can be used to estimate observable measurements or unobservable measurements. 
Reference
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Appendix
Table A1 : IIoT scenario system parameters
	Parameter
	 Values

	Carrier frequency, GHz 
	3.5GHz

	Bandwidth, MHz
	100MHz

	Subcarrier spacing, kHz
	30kHz 

	Channel model
	InF-DH

	Hall size
	120(L) x 60(W) m, D – 20 m

	BS locations
	18 BSs on a square lattice with spacing D, located D/2 from the walls.

[image: ]

	Room height
	10 m

	Number of floors
	1

	Clutter parameters: {density [image: ][image: ], height [image: ][image: ],size [image: ][image: ]}
	InF-DH - {60%, 6m, 2m}


	UE model parameters 
	

	UE noise figure, dB
	9dB – Note 1

	UE max. TX power, dBm
	23dBm – Note 1

	UE antenna configuration
	Panel model 1 – Note 1
Mg = 1, Ng = 1, P = 2, dH = 0.5λ,
(M, N, P, Mg, Ng) = (1, 2, 2, 1, 1)

	UE antenna radiation pattern 
	Omni, 0dBi

	Network synchronization
	Fully synchronized

	UE/gNB RX and TX timing error
	0 ns

	UE horizontal drop procedure
	Uniformly distributed over entire factory floor

	UE antenna height
	1.5 m

	gNB model parameters 
	

	Total gNB TX power, dBm
	24 dBm

	gNB noise figure, dB
	5dB

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), dH=dV=0.5λ – Note 1

	gNB antenna height
	8 m



Table A2 : Data Set generation procedure for direct AI/ML positioning
	Parameter
	 Values

	Training input measurements
	1. RSRP: Per beam RSRP from multiple TRPs (108 RSRP values, 6 beams per TRP)
2. TDOA: RSTD value per TRP 

	Output
	UE position

	Number of TRPs
	18

	BS locations
	As specified in Table A1

	Size of total dataset (fingerprint)
	20000 UEs

	Size of dataset used for model training (training phase)
	14000 UEs (70% of total dataset)

	Size of Validation dataset (training phase)
	2000 UEs (10% of total dataset)

	Size of test dataset (inference phase)
	4000 UEs (20% of total dataset)

	ML model
	ResNet (1 Convolutional layer, ‘k’ residual layers,  1 fully connected layer) 



Table A3 : Data Set generation procedure for AI/ML assisted positioning(RSTD prediction)
	Parameter
	 Values

	Training input measurements
	RSRP: Per beam RSRP from multiple TRPs (108 RSRP values, 6 beams per TRP)

	Output
	RSTD value per TRP

	Number of TRPs
	18

	BS locations
	As specified in Table A1

	Size of total dataset (fingerprint)
	20000 UEs

	Size of dataset used for model training (training phase)
	14000 UEs (70% of total dataset)

	Size of Validation dataset (training phase)
	2000 UEs (10% of total dataset)

	Size of test dataset (inference phase)
	4000 UEs (20% of total dataset)

	ML model
	Fully convolutional ResNet (2 Convolutional layers, ‘k’ residual layers)
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