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Introduction
[bookmark: _Hlk510705081]In RAN1 #109-e, some agreements with regards to the evaluation on AI/ML for positioning accuracy enhancement were achieved in [1] as the following.
	Agreement
For evaluation of AI/ML based positioning, the KPI include the model complexity and computational complexity.
· FFS: the details of model complexity and computational complexity

Agreement
For evaluation of AI/ML based positioning, companies are encouraged to evaluate the model generalization.
· FFS: the metrics for evaluating the model generalization (e.g., model performance based on agreed KPIs under different settings)

Agreement
Companies are encouraged to provide evaluation results for:
· Direct AI/ML positioning
· Companies are encouraged to describe at least the following implementation details for the evaluation
· details of the channel observation used as the input of the AI/ML model inference (e.g., type and size of model input), model input acquisition and pre-processing
· AI/ML assisted positioning
· Companies are encouraged to describe at least the following implementation details for the evaluation
· details of the channel observation used as the input of the AI/ML model inference (e.g., type and size of model input), model input acquisition and pre-processing
· details of the output of the AI/ML model inference, how the AI/ML model output is used to obtain the UE’s location




In our companion contribution [2], we have proposed the sub use case of LOS/NLOS identification for AI/ML based positioning accuracy enhancements. In this contribution, the above sub use case is discussed, and evaluation results are presented.
AI/ML-based LOS/NLOS Identification
Dataset construction
In case of AI/ML-based positioning for scenarios including heavy NLOS conditions, effective LOS/NLOS identification can assist to achieve much higher positioning accuracy compared to direct positioning. However, almost all methods are evaluated via simulations, which is sharply different from using the real data. Especially, the Deep Neural Network (DNN)-based LOS/NLOS identification learns implicit features from the input. Then the implicit features learn from the simulated data could be uncorrelated with that from the real data, and thus the evaluation of AI/ML-based methods via simulations might not be consistent with that obtained by field test. 
Observation 1 [bookmark: _Ref101791089]: The evaluation of AI/ML-based methods via simulations might not be consistent with that obtained by field test.
Furthermore, AI/ML-based LOS/NLOS identification usually takes channel estimation data as the input. Due to the complexity and dynamicity of real RF scenarios, some real channel characteristics that are very helpful for the AI/ML-based LOS/NLOS identification cannot be effectively simulated by the current NR channel model, such as the consistency of NLOS paths and the relative change between LOS path and NLOS paths. 
Observation 2 [bookmark: _Ref110331843]: Some real channel characteristics that are very helpful for the AI/ML-based LOS/NLOS identification cannot be effectively simulated via the current NR channel model, such as the consistency of NLOS paths and the relative change between LOS path and NLOS paths.
Proposal 1 [bookmark: _Ref110331865]: For AI/ML-based LOS/NLOS identification evaluation, adopt the real measurements as the training inputs. 
Additionally, due to the time-variant characteristic of real scenarios, a well-trained DNN for LOS/NLOS identification might perform worse in a different scenario such as changing the time, space, and devices. Then transfer learning must be designed to reduce the data relabeling effort.
Proposal 2 [bookmark: _Ref110331881]: For AI/ML-based LOS/NLOS identification, adopt the transfer learning to reduce the data relabeling effort. 
In order to evaluate the performance of AI/ML-based LOS/NLOS identification using the real channel data, a LOS/NLOS identification framework and the corresponding evaluation are presented in the following.
A framework for AI/ML-based LOS/NLOS identification using real data
Due to the complex RF environments and hardware impairments, the real channel measurements are sharply different from the simulated ones. Thus, the AI/ML-based LOS/NLOS identification might not achieve expected solution when taking the measurements as the input of DNN directly. An appropriate processing of AI/ML-based LOS/NLOS identification is presented in the following.
[image: ]
[bookmark: _Ref110257982]Figure 1 AL/ML-based LOS/NLOS identification.
Figure 1 shows the framework of the AL/ML-based LOS/NLOS identification. The channel estimation coefficients are taken as input while the output gives a LOS probability. The framework is composed of three parts, which are pre-processing, feature space transformation, and DNN-based LOS/NLOS identification. Particularly, during the feature space transformation, the channel estimation matrix H is transformed into a kind of spatial spectrum which is more intuitive for LOS/NLOS identification. 
Proposal 3 [bookmark: _Ref110331890]: For DNN-based LOS/NLOS identification, adopt the feature space transformation before the DNN. 
[image: ]
[bookmark: _Ref110952034]Figure 2 Flow of the pre-processing.
Figure 2 shows the flow of the pre-processing. It is composed of channel calibration, outliers removal, and noise removal. The channel calibration aims to compensate the initial phases among the RF chains, since the initial amplitudes and phases among the RF chains are quite different and present a severely adverse impact on spectrum estimation. In the outlier removal, some well-used filters, such as median filter and Hampel filter, are used to remove sparse and abnormal values in frequency domain. Additionally, cross-correlation-based identification method is used to detect the long abnormal sequences. In the noise removal, truncating H in time-domain is used to remove the noise as well as the timing offset.
Proposal 4 [bookmark: _Ref110331899]: For DNN-based LOS/NLOS identification, adopt the channel calibration in the preprocessing. 
[image: ]
[bookmark: _Ref110952055]Figure 3 Flow of the feature space transformation.
Figure 3 shows the flow of the feature space transformation. Spatial spectrum, as an explicit feature, is transformed from the original channel data. Some well-used spectrum generation methods such as the digital beamforming can be used to generate spatial spectrum. After normalization, the generated spectrum can be taken as a single-channel image. Then many DNN-based image identification methods can be utilized or modified. 
[image: ]
[bookmark: _Ref110952066]Figure 4 Process of the DNN for LOS/NLOS identification.
Figure 4 shows the process of a DNN for LOS/NLOS identification. This figure aims to present DNN offline and online training processes. The trained DNN is directly used to execute LOS/NLOS identification. In the offline training, a DNN with suitable hyper parameters is trained with large amount of labeled data. In case of existing little available labeled data, transfer learning is utilized by extracting and transferring knowledge from the well-trained DNN from other tasks to the pre-trained DNN. Then only a part of network layers or parameters are optimized. In the online training, which is an optionable process, the trained DNN is further fine-tuned with the labeled data from reference nodes.
Proposal 5 [bookmark: _Ref110331908][bookmark: _Ref102171111]: For DNN-based LOS/NLOS identification, adopt the DNN well-trained from the similar task for knowledge transfer.
Proposal 6 [bookmark: _Ref110331916]: For DNN-based LOS/NLOS identification, adopt the reference labeled data for fine-tuning during the online training. 
Proposal 7 [bookmark: _Ref110331925]: For DNN-based LOS/NLOS identification evaluation with transfer learning, adopt the variation scale of DNN parameters as one of KPIs. 

 Evaluation
The evaluation with field test data is presented in the following. In the 5G positioning testbed, multiple 5G base stations are deployed uniformly in an underground parking, while a 5G terminal with a single antenna is embedded in an automatic guided vehicle. The 5G base stations receive the SRS sent from the 5G terminal and then obtain the channel estimation matrices. More detailed parameters for the field test are presented in Table 1.
[bookmark: _Ref110952117]Table 1 System parameters for field test.
	Parameters
	values

	Use case
	Underground parking lot

	Carrier frequency
	4.9 GHz

	Subcarrier spacing
	30 KHz

	SRS bandwidth
	100 MHz

	SRS resource pattern
	Comb-2, 1 symbol per slot

	SRS period
	10 ms

	Antenna array at base stations
	4-element ULA



In order to harvest enough training data, we collect four-group data at various positions, which is stated in Table 2. In each position, 10 to 50 measurements are collected.
[bookmark: _Ref110258133]Table 2 Field test data groups.
	Groups
	Group 1:
LOS condition
	Group 2:
LOS condition
	Group 3:
NLOS condition
	Group 4:
NLOS condition

	Test positions
	349
	50
	371
	50



Two tests are executed in the following. The first one aims to evaluate the performance of DNN-based LOS/NLOS identification with enough labelled training data. The second one aims to evaluate the performance of transfer learning with a small amount of labelled training data where a well-trained DNN networks by other tasks will be used for knowledge transfer.
During the pre-processing and feature space transformation, the original channel H is transformed into angle-frequency spectrum with the scale of 32×32, and it then taken as the input image of DNN. The detailed datasets are stated in Table 3.
[bookmark: _Ref110952135]Table 3 Dataset for AI/ML-based LOS/NLOS identification
	Test case
	Training dataset size
	testing dataset size
	Comments

	Test case 1
	27464*1*32*32
	5000*1*32*32
	The data is composed of equal-length LOS and NLOS components.

	Test case 2
	2612*1*32*32
	5000*1*32*32
	The pretrained DNN use the parameters of well-trained DNN for similar tasks as the initial values



Proposal 8 [bookmark: _Ref110331934]: For DNN-based LOS/NLOS identification evaluation, adopt the input data size as one of KPIs.
A simple CNN network is used for evaluating the DNN-based LOS/NLOS identification in the following. The CNN is mainly composed of two convolution layers and three full-connected layers. Specifically, each convolution layer is followed by a max-pooling layer and a rectified linear unit function. Additionally, the output shows a LOS/NLOS probability.
Table 4 presents the model complexity statistics of the designed CNN. The evaluation results for the CNN-based LOS/NLOS identification is given by Table 5. The training loss profile versus epochs for the two cases are given by Figure 5.
[bookmark: _Ref110952151]Table 4 Model complexity statistics of designed CNN
	Total memory
	Total MAdd
	Total Flops
	Total MemR+W

	0.24MB
	14.27MMAdd
	7.19MFlops
	8.46MB



[bookmark: _Ref110952159]Table 5 Evaluation results for the CNN-based LOS/NLOS identification
	
	Total accuracy
	LOS accuracy
	NLOS accuracy

	Test case 1
	0.9326
	0.9400
	0.9252

	Test case 2
	0.9138
	0.8956
	0.9320
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  （a）Test case 1                   （b）Test case 2
[bookmark: _Ref110952089]Figure 5 Training loss profile versus epochs.
Observation 3 [bookmark: _Ref110332235]: For DNN-based LOS/NLOS identification, adopting transfer learning can reduce the data relabeling effort.
Proposal 9 [bookmark: _Ref110331954]: For DNN-based LOS/NLOS identification evaluation, adopt the LOS, NLOS, and total probabilities as the KPIs. 
Conclusion
We made the following observations and proposals in this paper: 
Observation 1: The evaluation of AI/ML-based methods via simulations might not be consistent with that obtained by field test.
Observation 2: Some real channel characteristics that are very helpful for the AI/ML-based LOS/NLOS identification cannot be effectively simulated via the current NR channel model, such as the consistency of NLOS paths and the relative change between LOS path and NLOS paths.
Proposal 1: For AI/ML-based LOS/NLOS identification evaluation, adopt the real measurements as the training inputs. 
Proposal 2: For AI/ML-based LOS/NLOS identification, adopt the transfer learning to reduce the data relabeling effort. 
Proposal 3: For DNN-based LOS/NLOS identification, adopt the feature space transformation before the DNN.
Proposal 4: For DNN-based LOS/NLOS identification, adopt the channel calibration in the preprocessing. 
Proposal 5: For DNN-based LOS/NLOS identification, adopt the DNN well-trained from the similar task for knowledge transfer.
Proposal 6: For DNN-based LOS/NLOS identification, adopt the reference labeled data for fine-tuning during the online training. 
Proposal 7: For DNN-based LOS/NLOS identification evaluation with transfer learning, adopt the variation scale of DNN parameters as one of KPIs. 
Proposal 8: For DNN-based LOS/NLOS identification evaluation, adopt the input data size as one of KPIs.
Observation 3: For DNN-based LOS/NLOS identification, adopting transfer learning can reduce the data relabeling effort.
Proposal 9: For DNN-based LOS/NLOS identification evaluation, adopt the input image size as one of KPIs.
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