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Introduction
The new study item on Artificial Intelligence (AI) / Machine Learning (ML) for NR air interface has been approved in [1]. One of the study objectives includes the analysis of solutions for CSI feedback enhancements:
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.
Use cases to focus on:
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project


In this contribution, we express our views on the evaluation methodology for CSI use-case.
.
CSI Evaluation and KPIs

Summary of CSI use-case 

CSI (channel state information) is a terminology used to describe a wide variety of UE feedback components in RAN1 specifications including - RI, PMI, CQI, L1-RSRP, L1-RSRQ. Another way to describe CSI feedback is explicit vs implicit. Explicit CSI feedback is considered as channel information (e.g. Covariance matrix) where gNB/TRP requires additional processing to determine RI/PMI/CQI for transmitting PDSCH. Implicit CSI feedback is one where a gNB/TRP can directly use UE CSI feedback to transmit PDSCH.
 
Rel-16 CSI EVM and baseline

As part of Rel-16 Type II CSI codebook, a precoder in SD (spatial dimension) and FD (frequency dimension) can be represented by a linear combination of DFT vectors as shown below:


where,
·  is a precoder vector and , ,  represents the polarization, layer and FD compression unit indices respectively 
· ,  are mutually orthogonal number of selected SD and FD DFT vectors and indices are reported by the UE
·  is the total number of FD-compression units 
· ,   and  represents the indices of the SD DFT vectors in the azimuth and elevation dimensions
·  are the indices of the FD DFT vectors
·  is the coefficient down-selection bit reported by the UE
·  is the reference polarization amplitude reported by the UE
·  are the amplitude and phase coefficients reported by the UE which is a function of beam, delay, polarization and layer dimensions

A baseline for the CSI use-case is the Rel-16 Type II codebook described above.

Proposal-1: Rel-16 Type II codebook is used as a baseline for CSI evaluation

Also, the Rel-16 CSI evaluation methodology noted below can be re-used:

	Parameter
	Value

	Duplex, Waveform 
	FDD (TDD is not precluded), OFDM 

	Multiple access 
	OFDMA 

	Scenario
	Dense Urban (Macro only) is a baseline. 
Other scenarios (e.g. UMi@4GHz 2GHz, Urban Macro) are not precluded.

	Frequency Range
	FR1 only, 4GHz.

	Inter-BS distance
	200m 

	Channel model
	According to the TR 38.901 

	Antenna setup and port layouts at gNB
	Companies need to report which option(s) are used between
· 32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 
· 16 ports: (8,4,2,1,1,2,4), (dH,dV) = (0.5, 0.8)λ
Other configurations are not precluded.

	Antenna setup and port layouts at UE
	4RX: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ for rank > 2
2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)
Other configuration is not precluded.

	BS Tx power 
	41 dBm

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Numerology
	Slot/non-slot 
	14 OFDM symbol slot

	
	SCS 
	15kHz 

	Number of RBs
	52 for 15 kHz SCS

	Simulation bandwidth 
	10 MHz for 15kHz as a baseline, and configurations which emulate larger BW, e.g., same sub-band size as 40/100 MHz with 30kHz, may be optionally considered.

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation is a baseline for overhead reduction.
For low RU, SU-MIMO or SU/MU-MIMO with rank adaptation are assumed
For medium/high RU, SU/MU-MIMO with rank adaptation is assumed

	MIMO layers
	For all evaluation, companies to provide the assumption on the maximum MU layers (e.g. 8 or 12)

	CSI feedback 
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback):  5 ms, 
· Scheduling delay (from CSI feedback to time to apply in scheduling):  4 ms

	Overhead 
	Companies shall provide the downlink overhead assumption

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes
Other FTP model is not precluded.

	Traffic load (Resource utilization)
	· 20/50/70 % for CSI overhead reduction
Companies are encouraged to report the MU-MIMO utilization.

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h) 

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation
	Realistic

	Evaluation Metric
	Throughput and CSI feedback overhead as baseline metrics. 
Additional metrics, e.g., ratio between throughput and CSI feedback overhead, can be used.
Maximum overhead (payload size for CSI feedback) for each rank at one feedback instance is the baseline metric for CSI feedback overhead, and companies can provide other metrics.

	Baseline for performance evaluation
	Rel-16 Type II Codebook is the baseline for performance and overhead evaluation for overhead reduction. 



With respect to AI/ML performance, we believe attention should be paid to the following aspects:
· robustness of AI/ML performance to noisy channel data (noise due to channel estimation error, calibration error etc.)
· mismatch of noise in the training data vs inference data
· mismatch of channel types between training data and inference data (for e.g. training is performed on 80/20 indoor/outdoor data while inference is performed on 50/50 indoor/outdoor environments)

Proposal-2: Rel-16 EVM for CSI can be re-used for SLS evaluations. In addition, EVM should consider evaluating robustness of AI/ML performance to noisy inference data and mismatch between training data and inference data statistics  

Common data-set generation

In addition to regular SLS evaluation, a simplified evaluation based on channel data (without the effects of a scheduler) can also be helpful. For this purpose, a common data-set could be leveraged to better align or calibrate across different company results. In terms of KPI for such preliminary evaluations a precoder error metric (delta between ideal and reconstructed precoder) can be used. Several aspects should be considered when establishing a common data-set:
· the size of the data-set should be reasonable so that simulations can be run in a timely manner
· the data-set should target a variety of data – statistical channel model data, measured or ray-tracing based channel model data
· the data-set should target various channel model types – indoor, outdoor, UMa, UMi etc.

Proposal-3: Consider a common data-set construction such that calibration or alignment of evaluation results across companies can be achieved. For this purpose a simplified KPI of precoder error metric (e.g. cosine similarity) can be used 

KPIs

For CSI use case evaluation, the following KPIs can be beneficial

· cell and UE throughput statistics, CSI feedback overhead
· simplified metrics such as precoder error metric (e.g. cosine similarity between ideal and reconstructed precoders)
· AI-ML model size - # of hidden layers/nodes, number of parameters
· Pre-processing complexity (for e.g. SVD) for inference data
· AI-ML model implementation related aspects such as model pruning and quantization 
· Air-interface overhead due to data-collection, performance monitoring and feedback, model adaptation

Proposal-4: In addition to traditional KPIs (cell and UE throughput), consider the following-
· precoder error metric (for simplified simulations)
· AI-ML model size (inference latency and power consumption)
· pre-processing complexity for inference data
· Model implementation aspects such as quantization
· Overhead due to data-collection, performance monitoring and feedback, model adaptation
Conclusion
In this contribution, we provided our views on the aspects of EVM related to AI/ML-based CSI enhancement. In summary, we have following proposals:

Proposal-1: Rel-16 Type II codebook is used as a baseline for CSI evaluation

Proposal-2: Rel-16 EVM for CSI can be re-used for SLS evaluations. In addition, EVM should consider evaluating robustness of AI/ML performance to noisy inference data and mismatch between training data and inference data statistics  

Proposal-3: Consider a common data-set construction such that calibration or alignment of evaluation results across companies can be achieved. For this purpose a simplified KPI of precoder error metric (e.g. cosine similarity) can be used 

Proposal-4: In addition to traditional KPIs (cell and UE throughput), consider the following-
· precoder error metric (for simplified simulations)
· AI-ML model size (inference latency and power consumption)
· pre-processing complexity for inference data
· Model implementation aspects such as quantization
· Overhead due to data-collection, performance monitoring and feedback, model adaptation
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