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Introduction
New SI on artificial intelligence (AI)/machine learning (ML) for NR air interface was approved and three use cases were captured in the SID as follows [1]. 
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 



This contribution discusses on several aspects on AI/ML for CSI feedback enhancement other than evaluation, and provides our view on sub use cases and potential specification impact. 
Discussion
Prioritization of sub use cases captured in SID
Overhead reduction, improved accuracy, and prediction are captured in SID as initial sub use cases for AI/ML based CSI feedback enhancement [1]. These use cases may be representative sub use cases for CSI feedback enhancement. Also, our understanding on each sub use case is explained in our companion contribution [2]. Firstly, CSI payload can be reduced based on AI/ML for overhead reduction. For example, AI/ML based CSI compression can be considered for this purpose. 
Secondly, CSI accuracy can be improved based on AI/ML for improved accuracy. For example, AI/ML based auto-encoder for explicit CSI feedback can be considered for this purpose [3]. As another example, 3D-CNN based CSI estimation can be also considered in order to increase the estimation performance.  
Lastly, AI/ML based CSI prediction exploiting time/frequency/spatial domain can reduce the total feedback overhead and RS overhead. Based on prediction, resources for CSI report and/or reference signal, e.g., CSI-RS, can be saved. For example for time domain prediction, AI/ML based prediction for future CSI can also be considered. And, with this sub use case, the total feedback and/or RS overhead in NW perspective can be effectively reduced. As an example for spatial domain prediction, gNB can transmit a part of CSI-RS, and the UE can derive channel measurement on the region in which reference signal is not actually transmitted. If a UE can provide improved accuracy by using the same number of CSI-RS, then the UE may provide the similar accuracy by using CSI-RS with lower density. As a result, CSI-RS overhead can be significantly reduced and this can improve overall system performance.
As discussed in [2], different use case requires different AI/ML model, parameter, data set and etc. Thus, it is desirable to down-scope the sub use cases for CSI feedback enhancement based on AI/ML. Among the sub use cases, it is preferred to prioritize feedback and CSI-RS overhead reduction based on AI/ML. 
[bookmark: _GoBack]Proposal #1: Prioritize feedback and CSI-RS overhead reduction for CSI feedback enhancement based on AI/ML.

Potential specification impacts for CSI feedback enhancement
In order to support these sub use cases, the following potential specification impact can be considered according to the collaboration level of AI/ML. 

· AI/ML at gNB 
In the case of AI/ML at gNB side, at least procedure for transmission/reception of datasets for training/validation/testing/inference may be needed. For example, gNB may request a UE to transmit datasets and receive the datasets. And, gNB may perform the training of AI/ML model for CSI acquisition based on the datasets. Regarding this procedure, the discussion on the dedicated channel/signal, indication of the relationship between resources for training/validation/testing/inference, or defining new reporting quantity for those datasets may be needed. Based on this enhancement, gNB can perform AI/ML based CSI acquisition. For example, if gNB supports AI/ML based CSI prediction, a UE may report a part of CSI, and gNB would predict CSI on the region in which CSI is not actually reported. Based on this CSI prediction mechanism, CSI feedback overhead can also be reduced because gNB can acquire CSI that is not actually reported by a UE. 

· AI/ML at UE 
In the case of AI/ML at UE side, in addition to the procedure related to the datasets, UE’s capability reporting may be needed. For example, gNB may transmit datasets for AI/ML based CSI feedback to the UE which has the capability for AI/ML based CSI feedback and the UE receives the datasets. The UE may acquire CSI based on the datasets and AI/ML, and reports the CSI. Based on this enhancement, a UE can perform AI/ML based CSI acquisition/feedback. For example, if a UE supports the capability of AI/ML based CSI prediction, gNB can transmit a part of CSI-RS based on the capability, and the UE can derive channel measurement on the region in which reference signal is not actually transmitted. More specifically, for this kind of UE-based CSI prediction, it is needed to re-define CSI reference resource. In the current specification, the CSI reference resource is defined as the time before CSI reporting. So, channel aging would be caused by the difference between the time for CSI reference resource and for PDSCH transmission. Based on AI/ML based CSI prediction, CSI reference resource can be modified to be based on the resource after CSI reporting, e.g., PDSCH transmission time. As another example, if a UE supports the capability of AI/ML based improved accuracy, gNB can transmit lower density of CSI-RS based on the capability. And, the UE can derive CSI which may have the same performance with the case of CSI-RS with the original density. 

· AI/ML at both gNB and UE side
In the case of AI/ML at both gNB and UE side, more specification impact is expected. For example, in addition to the procedure related to the datasets and UE’s capability reporting, AI/ML related information should be shared between gNB and UE, so mechanism for this information sharing may be needed. For example, if gNB and UE support auto-encoder based explicit CSI feedback, information related to the auto-encoder should be shared between gNB and UE. Actual mechanism can be different depending on the learning algorithm and UE capability, e.g., whether it is offline learning or online learning, whether UE can have training capability or having only inference capability. After sharing information, a UE can compress channel measurement into CSI with low payload, and the CSI can be reported to gNB. gNB can acquire CSI with improved accuracy. In this case, it should be discussed which signal/channel can be used for carrying compressed CSI.

Based on the above analysis, at least procedure for transmission/reception of datasets for training/validation/testing/inference may be needed for the entire collaboration level. Therefore, this potential specification impact should have higher discussion priority than others. More specifically, the discussion on the dedicated channel/signal, indication of the relationship between resources for training/validation/testing/inference, or defining new reporting quantity for those datasets can be considered in order to support this procedure.
Proposal #2: Study potential specification impact for the procedure for transmission/reception of the datasets for training/validation/testing/inference.

Conclusion
In this contribution, we discussed about several aspects on AI/ML for CSI feedback enhancement other than evaluation. Based on the above discussion, we have the following proposals. 
Proposal #1: Prioritize feedback and CSI-RS overhead reduction for CSI feedback enhancement based on AI/ML.
Proposal #2: Study potential specification impact for the procedure for transmission/reception of the datasets for training/validation/testing/inference.
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