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Introduction
In this contribution, we discuss remaining issues to specify the joint channel estimation feature in the Rel-17 NR coverage enhancement work.  We first discuss details of frequency hopping (FH) design, considering suitable patterns and their relation to DMRS bundles. We next consider open issues in the current specifications on how events are defined for the purpose of time domain window determination as well as suitable values for maximum duration of the time domain window.  How to specify transmit power control (TPC) using DCI format 2_2 is also covered. Lastly, performance results on the benefit of JCE and different frequency hopping patterns are given.
Discussion
Frequency Hopping Design Aspects
[bookmark: _Ref86842550][bookmark: _Ref83993626]Relation between frequency hopping and time domain window
In RAN1#107, the determination order for hopping interval, configured TDW (CTDW), and actual TDW (ATDW) were agreed, as shown below.  While the term ‘nominal time domain window’ is more properly used, in this contribution we use ‘configured time domain window’ for consistency with prior discussions in RAN1.
[bookmark: _Hlk92458636]Agreement 
For the interaction between inter-slot frequency hopping and DMRS bundling for PUCCH/PUSCH repetitions, a UE performs the “hopping intervals determination”, “configured TDW determination”, and “actual TDW determination” in a sequential ordering, based on the following option 1.
· Option 1: “hopping intervals determination” -> “configured TDW determination” -> “actual TDW determination”
· DMRS bundling shall be restarted at the beginning of each frequency hop
· DMRS bunding is per actual TDW
· FFS: Frequency hopping pattern is determined by physical slot indices.
· FFS: different FH pattern determination for PUCCH and PUSCH
· FFS: details of FH pattern design
· Support separate RRC configuration(s) for hopping interval and configured TDW length. 
· if hopping interval is not configured, the default hopping interval is the same as the configured TDW length
· FFS: if both hopping interval and TDW length are not configured
· Note: hopping interval is only determined by the configuration of hopping interval if hopping interval is configured
[bookmark: OLE_LINK31]A UE first determines the frequency hopping interval, and so must find both the PRBs to use and the slots in which they are used, i.e. it must first identify the frequency hopping pattern.  To do so, it can be configured with a hopping pattern, which is identified at least by a hopping interval.  Given this hopping pattern, the next step is to identify the configured TDW, which starts and ends with the first and last PUSCH transmission, but does not necessarily coincide with the start or end of the frequency hopping pattern.  Lastly, the CTDW is segmented into actual TDWs (one per hop), where a hop can be one or multiple slots long (as determined by the hopping pattern).
Because the frequency hopping pattern is determined first, UE specific behaviors from TDW determination will not affect the hopping pattern.  This allows UEs to have compatible frequency hopping patterns over a cell, where independent of scheduling, the hopping offsets are set according to a slot number, as is done for Rel-15/16 PUSCH inter-slot hopping.  It is possible to use dynamic scheduling to shift the frequency hopping pattern by selecting the starting RBs appropriately.  However, since a UE may transmit a first repetition in different slots for configured grant operation, hopping based on the repetition number would result in UEs occupying different PRBs in a given slot, making it difficult to schedule PUSCH frequency domain resources efficiently.  
[bookmark: _Hlk92546764]In Rel-15/16, the inter-slot PUCCH frequency hopping pattern uses available slot counting starting with a first repetition, rather than a slot counter to determine the frequency hopping offset as is done for PUSCH.  This has the benefit that the UE always follows the same hopping pattern, and therefore the same number of different sets of PRBs, independent of the slots in which it is repeated.  However, because PUCCH repetition is in consecutive available slots, the UE tends to hop every other transmission even in TDD where slot based counting could miss hops, such that there is little difference between the performance of slot based hopping and Rel-15/16 inter-slot PUCCH frequency hopping.  On the other hand, varying the hopping pattern according to the PUCCH scheduling means that it is difficult to schedule UEs in the same set of PRBs, since the hopping patterns can collide (as observed above for PUSCH).  If heavy repetition is used, then the loss of resource efficiency could be high.  This resource loss will be exacerbated since the frequency hopping patterns will be different from Rel-15.  Lastly, since hopping for PUCCH and PUSCH is slot based and per-UE based in Rel-15/16, this makes it more difficult for resource allocation to share PRBs among hopped PUCCH and PUSCH.
There are a number of alternatives to the design of the frequency hopping pattern.  For example, from the perspective of joint channel estimation over multiple slots, e.g. 8 repetitions, there should not be a frequency hop at every slot, but the slots on one frequency should rather be grouped in time for maximum benefit from joint channel estimation. On the other hand, for UEs with good channel quality, there may be fewer repetitions needed, in which case hopping at every slot could be optimal. If the UE has a short time domain window for joint channel estimation, more frequent hopping may also be preferable. The same holds for UEs at high speed. Hence, there are several aspects of tradeoffs to consider between frequency hopping patterns and joint channel estimation. Not all UEs in a cell may benefit from, or even support, joint channel estimation, but such UEs may need to use the same hopping pattern in order to make efficient use of PUSCH resource in a cell. Therefore, it would be beneficial to configure the newly defined hopping patterns for UEs not supporting DMRS bundling. Moreover, as shown in [1], TBoMS also benefits from new FH patterns.  Similarly, [2] shows that the new FH patterns also bring gains for the PUCCH.
For all these reasons, not only should it be possible to configure the FH configuration independently of any JCE windows as agreed above, but the patterns should be configurable for all UEs, even if they do not support DMRS bundling.
Agreement:
· For Rel-17 PUSCH repetition Type A without joint channel estimation, no new inter-slot frequency hopping mechanism is introduced. 
This conclusion might appear to contradict the above agreement on not introducing any new FH mechanism for Type A repetition, but that agreement was, in our understanding, written with the intention of precluding FH patterns based on available UL slots for PUSCH. Also, it was well understood that frequency hopping patterns are being developed in JCE, and so discussion should be done in one place, i.e. in the context of JCE. Thus, the agreement precludes development of new patterns specifically for Type A repetition, but does not preclude use of patterns already developed for JCE also in non-JCE situations.
[bookmark: _Hlk92557463]Observations 1-4: 
· Determining frequency hopping offsets per slot rather than per repetition allows UEs to share frequency resources more efficiently, since collisions in the hopping patterns can be avoided
· Per repetition frequency hopping patterns are used for PUCCH in Rel-15/16, however:
· Because Rel-17 frequency hopping patterns are different, and especially if heavy repetition is used, the impact on spectral efficiency is greater than in Rel-15/16
· This use of new patterns means that backward compatibility does not motivate the use of per repetition frequency hopping
· Using slot based frequency hopping patterns for both PUCCH and PUSCH could further enhance spectral efficiency.
· Not all UEs may benefit from, or support, DMRS bundling, but such UEs should be able to hop with the same patterns used by DMRS bundling UEs in the same cell in order to maintain spectral efficiency when frequency hopping is used in the cell.
· Gain tradeoffs from joint channel estimation and frequency hopping can vary e.g. with speed, or on channel conditions for a given UE.
Proposal 1&2:
· UE capability for the new frequency hopping pattern is independent from that of DMRS bundling.
· The hopping offsets are determined by the slot index for both PUSCH and PUCCH
[bookmark: _Ref92399316]Frequency hopping pattern design
Designing FH patterns supporting all these use cases may seem challenging. However, one approach that can work well in many scenarios is to base the FH pattern on system frame timing and system slots (as opposed to UL slots or ‘available slots’). For example, a simple method could be to have a hopping index that alternates between 0 and 1 every N slots, i.e. the index is 0 for N slots, then 1 for N slots, then 0 for N slots, and so on. The PRB allocation for the actually used UL slots would then be based on the hopping index value for that slot. Figure 1 illustrates how such a pattern with N = 5 makes the back-to-back slots in the typical TDD pattern DDDSUDDSUU appear on the same frequency and thus allows for JCE as desired.
One may note that this pattern creates some imbalance between index 0 and index 1, with all back-to-back slots having index 1. However, a more balanced pattern can easily be obtained by using a hopping pattern with N = 10, with an overall time shift of 5 slots, see Figure 2. As discussed further below, this approach can be generalized to support any number of frequency hopping offsets.
Observations 5 & 6: 
· [bookmark: _Hlk87019640]Appropriate FH patterns for common TDD patterns as well as for FDD can be achieved through a simple rule where a hopping index changes once per N slots, and where the frequency resource to use for any UL slot is determined based on the hopping index for that slot.
· For achieving best balance in all scenarios, the hopping pattern could have a configurable time shift (in the unit of slots).


[image: ]
[bookmark: _Ref83924636]Figure 1. Illustration of hopping pattern for TDD pattern DDDSUDDSUU
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[bookmark: _Ref83924640]Figure 2. Illustration of more balanced hopping pattern for TDD pattern DDDSUDDSUU
It may, however, be noted that the balance is still not perfect. A perfect balance is even in principle not possible for 9 transmissions on two frequencies. However, by using 3 frequencies, perfect balance is achievable also in this case, see Figure 3. Note that the described frequency hopping approach naturally works also for 3 hops, if just the hopping index instead of alternating between 0 and 1 iterates between 0, 1, and 2 (again with an update every N slots, with N = 5 in the example in the figure). The hopping approach can be analogously extended to any number of hops.

[bookmark: _Hlk92439761]Furthermore, as shown in Section 2.4, increasing the number of hops not only improves the balance, but also gives significant performance gains (~0.5dB gain @ 10% BLER and ~1.5 dB gain @ 1% BLER) thanks to increased frequency diversity. 

Observations 7-9:
· By increasing the number of hop frequencies, better balance in the frequency hopping patterns can be achieved in some scenarios
· The proposed hopping rule is straightforwardly extensible to an arbitrary number of hops by allowing the frequency hopping index to attain more than two values
· Going from 2 hops to 3 hops also gives a notable diversity gain, improving coverage further
As discussed above, it should be possible to configure the new FH patterns not only for UEs using JCE, but also for any other UEs in the network. The proposed new rule for FH pattern generation is simple but still seems to be able to work well in a wide range of cases.
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[bookmark: _Ref83924641]Figure 3. Illustration of hopping pattern over 3 frequencies, for TDD pattern DDDSUDDSUU
As will be discussed below, and also is shown for TBoMS and PUCCH in [1]and [2], there are substantive gains by increasing the number of frequency hopping offsets to 3 and 4 from the 2 that are supported in Rel-15.  Furthermore, such gains can be obtained for a variety of TDD patterns and while fully enabling joint channel estimation.  We therefore propose:

Proposal 3:
· Support increased numbers (e.g. up to 4) of frequency hopping offsets, where the number of consecutive slots per hop can be controlled.

[bookmark: _Ref86840165]Definition of Events
Semi-static vs. Dynamic
In RAN1#107bis, a potential problem was identified with respect to the interaction of semi-static and dynamic events.  This led to the following proposal, which remains an open issue in this meeting.
[bookmark: OLE_LINK30]Proposal 3-v4:
For UE not capable of restarting DM-RS bundling,
· If a semi-static event is triggered after one or multiple dynamic events, a new actual TDW is created after the semi-static event.
· If a semi-static event overlaps with a dynamic event, a new actual TDW is created after the semi-static event.
· Note: No specification impact is expected.
The following agreements were identified as relevant:
Agreement:
· If DM-RS bundling is supported, UE is mandatory to support restarting DM-RS bundling due to semi-static events. UE capability of restarting DMRS bundling is applied only to dynamic events.
· An event is regarded as a dynamic event if it is triggered by a DCI or MAC-CE, otherwise it is regarded as a semi-static event.
· Note: At least frequency hopping event is considered as semi-static event.

Agreement:
· If the power consistency and phase continuity are violated due to an event, whether a new actual TDW is created is subject to UE capability of supporting restarting DMRS bundling.
· If UE is capable of restarting DM-RS bundling, one new actual TDW is created after the event, 
· FFS: The start of the new actual TDW is the first available slot/symbol for PUSCH transmission after the event.
· If UE is not capable of restarting DM-RS bundling, no new actual TDW is created until the end of the configured TDW.
The first bullet of the proposal does not seem to be correct given the bullet from the last agreement above:
· If UE is not capable of restarting DM-RS bundling, no new actual TDW is created until the end of the configured TDW.
As soon as the dynamic event occurs, bundling stops until the nominal TDW ends, and so if a semi-static event follows the dynamic event, there is no actual TDW created in the nominal TDW.
Regarding the second bullet, if the dynamic event starts before or after the or is simultaneous with the semi-static event, does not seem to matter.  As soon as the dynamic event starts, bundling stops until the end of the TDW.  If the semi-static event precedes the dynamic event, any missed symbols due to the semi-static event are in addition to those of the dynamic event.
The behavior with mixed semi-static and dynamic events is illustrated in Figure 4 below.  An example where a dynamic event starts before a semi-static event is shown.  Since the UE is not capable of restarting for dynamic events, all slots after both the dynamic and semi-static events until the end of the nominal TDW are ineligible for bundling.  
[image: ]
[bookmark: _Ref95753243]Figure 4: Semi-static and Dynamic Events in Window Determination
If we consider a UE that is capable of restarting bundling, and if there are overlapping semi-static and dynamic events, the symbols excluded from the actual TDWs are the union of the symbols of the events. 
Observation 10:
· The current definition of events in 38.214 seems clear with respect to the interaction of dynamic and semi-static events:
· If a UE does not support restarting DMRS bundling, as soon as a dynamic event occurs, bundling stops until the end of the current nominal TDW
· This is regardless of the presence of a semi-static event.
· If a UE does support restarting DMRS bundling, the symbols excluded from bundling are the union of the symbols of all events.
· This is regardless of the types of the events
HD-FDD RedCap UEs
In RAN1#107bis, the following proposal was made to address where half duplex FDD RedCap UEs must switch to receive the downlink:
Proposal 10:
· For HD-FDD RedCap UEs configured with DMRS bundling, an event is constituted for a case where the gap between two consecutive PUSCH repetitions overlaps with any symbol of an SS/PBCH block provided by ssb-PositionInBurst even if neither of the repetitions overlaps with it.
This proposal only considers the SSB. Other cases such as DL reception or DL monitoring in the gap between the two PUSCH repetitions for HD-FDD UEs other than SSB will create an event.  Furthermore, it was asked during RAN1#107bis why the condition ‘even if neither of the repetitions overlaps with it’ is needed.  This was clarified by the original proponent with the following illustration, where it can be seen that while the gap overlaps with a downlink reception, the repetitions themselves do not.  While the proposal has the same behavior without the condition, it is somewhat more clear with the condition, and so we think it can be kept.
[image: ]
Figure 5: Event Creation by DL Reception in an HD-FDD UE 
Therefore we propose the following:
Proposal 4
· For HD-FDD RedCap UEs configured with DMRS bundling, an event is constituted for a case where the gap between two consecutive PUSCH repetitions overlaps with any symbol of downlink reception or downlink monitoring even if neither of the repetitions overlaps with it.
Value Range for TDW Length
RAN4 is discussing suitable values for maximum duration, including values as small as 5 slots.  These small values could limit which operators’ TDD patterns the UEs could support DMRS bundling in. For example, consider a TDD DDDSUDDSUU pattern where there are 3 or 4 repetitions per scheduled PUSCH, and the first repetition is in the 5th slot of the pattern.  Time domain window sizes of 5 and 8 slots are considered.

[image: ]
Figure 6: TDW scheduling for TDD
The 5 slot long TDW can be seen to be problematic: a new TDW starts after repetition #2 for both the 3 and 4 repetition cases, and so repetition #3 can’t be bundled with repetition #2 even though the two slots are back to back.  The 8 slot long TDW avoids this problem, since it is wide enough to reach the ‘UU’ slots over the intervening downlink slots.  Moreover, the main observation here is that because TDWs are defined using consecutive slots, TDW lengths need to be longer for TDD in order to avoid scheduling restrictions.  In particular, UEs supporting a 5 slot maximum duration will not function well in some commonly used TDD patterns.
Observation 11:
· UEs supporting small maximum duration values, especially those less than 8 slots, will not function well in commonly used TDD patterns.
It should be noted that support for a larger maximum duration than 5 slots may not impose additional RF complexity on the UE.  Common TDD patterns have at most two back-to-back uplink slots before a downlink slot, and as such are only required to support an actual TDW of two slots.  The UE can update its timing advance or correct its frequency error as soon as there is a downlink slot.  Therefore, supporting even a 32 slot maximum duration should not be a significant burden on the UE with the high downlink to uplink slot ratios used in TDD.
Observation 12:
· Rel-17 UEs are only required to maintain phase continuity for back to back slots, and so even a 32 slot maximum duration should not be a significant burden for TDD.
Proposal 5
· Inform RAN4 that the minimum value that can be reported as a maximum duration for DMRS bundling at least for TDD should be no less than 8, and is preferably larger from a RAN1 perspective.
Transmit Power Control (TPC) Processing in a Time Domain Window
In RAN1#107, support for group common TPC commands during a configured time domain window was agreed via the following working assumption:
Working assumption:
· The action of group common TPC commands with format 2_2 does not constitute an event that violates power consistency and phase continuity.
· If UE is configured to accumulate TPC commands,
· If UE receives TPC commands that would take into effect during a configured TDW, UE accumulates TPC commands without taking effect during the current configured TDW. TPC commands take effect after the current configured TDW.
· If UE is not configured to accumulate TPC commands
· the last TPC command that would take effect within a configured TDW supersedes all previous TPC commands that take effect within that configured TDW and only the last TPC command is applied by the UE after the current configured TDW. 
· FFS: no more than 1 TPC command is expected to take effect during a configured TDW.

There was no agreement in RAN1#107bis on how to implement this working assumption in 38.213, however.  One of the aspects that that limited progress was different understandings among companies on how both accumulated and absolute power control function in Rel-15/16.
For Rel-15/16 accumulated power control, two interpretations were debated.  The moderator raised the following question:
Q2: What’s interpretation of the definition of  in TS 38.214? For DG-PUSCH, the definition of  in TS 38.214 is as follows: “ is defined as the number of OFDM symbols after a last symbol of a corresponding PDCCH reception and before a first symbol of the PUSCH transmission”. It seems that companies have different understandings about the above “PUSCH transmission”. There are two interpretations as:
Interpretation 1:  is defined as the number of OFDM symbols after a last symbol of a corresponding PDCCH reception and before a first symbol of the PUSCH transmission occasion i. With this interpretation, value of  for a PUSCH transmission occasion is different from the one for another PUSCH transmission occasion among the same set of PUSCH repetitions for a TB.


Fig. Illustration of legacy power control procedure for DG-PUSCH (Interpretation 1)
Interpretation 2:  is defined as the number of OFDM symbols after a last symbol of a corresponding PDCCH reception and before a first symbol of the first PUSCH repetition for a TB. With this interpretation, value of  for all PUSCH transmission occasions are the same for the TB.


Fig. Illustration of legacy power control procedure for DG-PUSCH (Interpretation 2)
The question to be addressed in our view is why ‘PUSCH transmission’ is used instead of “PUSCH transmission occasion”.  The full phrase from 38.213 quoted above identifies the PUSCH transmission as one being scheduled by DCI:
· If a PUSCH transmission is scheduled by a DCI format,  is a number of symbols for active UL BWP  of carrier  of serving cell  after a last symbol of a corresponding PDCCH reception and before a first symbol of the PUSCH transmission
Therefore, ‘the PUSCH transmission’ is any PUSCH transmission scheduled by DCI in this context.  Given the definition of transmission occasion below from 38.213, our understanding is that a transmission occasion is a unit of time, not the transmission in the unit of time.  Therefore, the term PUSCH ‘transmission’ is used instead of ‘transmission occasion’, since DCI schedules the transmission not the transmission occasion.
A PUSCH/PUCCH/SRS/PRACH transmission occasion  is defined by a slot index  within a frame with system frame number , a first symbol  within the slot, and a number of consecutive symbols . For a PUSCH transmission with repetition Type B, a PUSCH transmission occasion is a nominal repetition [6, TS 38.214].
It was argued during RAN1#107bis that interpretation 1 requires a UE to keep a closed-loop state unchanged for all repetitions of a PUSCH by ignoring any relevant TPC commands received among them, which equivalently requires a UE to implement more closed-loop states than the number of states it reports support of.  In our understanding, interpretation 1 does not require the power to be constant for all repetitions of a TB.  If, for example, a DG PUSCH pre-empts a repeated PUSCH, the  value is determined by the scheduling DCI for the high priority PUSCH, and the TPC command is applied to adjustment state  according to its cardinality .  In other words, regardless of its grant type, the  for a PUSCH occasion  is determined on a slot by slot basis even when PUSCH is repeated, since each slot can be affected by DCI even after the first transmission.
Observations 13 & 14
· Interpretation 1 from RAN1#107bis, where  is the time from the PDCCH to the PUSCH repetition in transmission occasion  for dynamically granted PUSCH is the correct interpretation
· “PUSCH transmission” is used instead of “PUSCH transmission occasion” to determine  in 38.213, since DCI schedules PUSCH transmissions not transmission occasions.
· A transmission occasion is a unit of time, not the transmission in the unit of time that is scheduled
· Interpretation 1 does not require the power to be constant for all repetitions of a TB, and so does not increase the number of independent power control states
· For example, a DG PUSCH can pre-empt a repeated PUSCH and its TPC command can take effect for the remaining repetitions
·  for a PUSCH occasion  is determined on a slot by slot basis even when PUSCH is repeated
· Therefore DCI 2_2 TPC commands for DG PUSCH received during a nominal TDW already take effect after the nominal TDW in Rel-15/16 operation, and a Rel-17 mechanism for DMRS bundling to defer TPC commands is only needed for CG PUSCH for DCI 2_2 TPC commands. 
Because a DG PUSCH can pre-empt a repeated PUSCH and change the power of the remaining repetitions given interpretation 1, it could be asked if the TPC command provided with the pre-empting DCI should be deferred as was agreed for DCI 2_2 or if it should be applied immediately.  Since cancellation or dropping of PUSCH is an event that breaks phase continuity and power consistency, there should be no special consideration for TPC commands carried in DCI scheduling a PUSCH, and it is sufficient to defer only the TPC commands carried in DCI 2_2.
Observation 15
· Since cancellation or dropping of PUSCH is an event that breaks phase continuity and power consistency, it is sufficient to defer only the TPC commands carried in DCI 2_2 given interpretation 1.
One alternative discussed during drafting of 38.213 was to define a transmission occasion for the purpose of power control to be all the repetitions within the configured time domain window (CTDW).  This led to the conclusion in RAN1#107bis: 
Conclusion
· It is not expected to redefine transmission occasion for PUSCH/PUCCH for DMRS bundling in Rel-17.
Consequently, TPC deferral for DCI format 2_2 should be specified using Rel-15/16transmission occasions.
For the case where TPC accumulation is used, the RAN1#107 agreement states that TPC commands are accumulated, but taken into effect only after the CTDW.  Therefore, the power for the first transmission occasion within the CTDW can be calculated according to Rel-16 operation, and the remaining transmission occasions will be at this power.  All TPC commands for transmission occasions after the first transmission in the CTDW and until the first transmission occasion after the CTDW can be combined together into an offset to be used for the first transmission occasion after the CDTW.  Since the power offset for each transmission occasion in Rel-16 is , these offsets can simply be summed over the transmission occasions in the CTDW.  Therefore, an alternative using the existing transmission occasion definition can be the following.
-	If the UE is provided PUSCH-DMRS-Bundling = ‘enabled’, and for processing TPC command values provided by DCI format 2_2 with CRC scrambled by TPC-PUSCH-RNTI, if a transmission occasion  containing a PUSCH transmission configured by ConfiguredGrantConfig occurs within a nominal time domain window determined as described in [6, TS 38.214], then , where transmission occasion  is a first transmission occasion within the nominal time domain window.  For a first transmission occasion  after the transmission nominal time domain window, , with  as defined above.
This proposal is in our view a more clear way of stating the desired behavior as compared to Option 3 from RAN1#107bis (copied below), since ‘the commands that would take effect’ are explicitly stated as “”.
Option 3: Modify the behavior for accumulating TPC command value, e.g. ① For a transmission occasion  occurs within a nominal time domain window, , where transmission occasion  is a first transmission occasion within the nominal time domain window; ② for the first transmission occasion  occurs after the nominal time domain window, , where  is the TPC command values that would take effect between the first symbol of the previous nominal time domain window and the first symbol of current nominal time domain window.


This lack of clarity may have been the reason that there were concerns that redefining the cardinality of the TPC commands would lead missed TPC commands when they fall outside of a nominal TDW. We therefore illustrate such a scenario below with the proposed approach.  In the figure, PUSCH1 is scheduled by PDCCH1, while PUSCH2, PUSCH3, and PUSCH4 are scheduled using a configured grant.  Relative TPC commands , , and  are carried by DCI 2_2.
Because PDCCHA is after  symbols earlier than PUSCH2, , and   Similarly, , since PDCCHC is after  symbols earlier than PUSCH4.  Therefore, , , and .  It can therefore be observed that there are no missed power control commands, since even a power control command that arrives too late for the first PUSCH in the nominal TDW ( is included in the deferred TPC commands used for a following nominal TDW.  This behavior is implied by the working “TPC command values that would take effect between the first symbol of the previous nominal time domain window and the first symbol of current nominal time domain window”, but if the TPC commands were instead those occurring in the nominal TDW, then TPC commands received outside of the nominal TDW could be dropped.  Again, it may be more clear to use the existing set notation  as proposed above to avoid such confusion.
Regarding the absolute TPC case, there continues to be some confusion in RAN1.  As we observed during RAN1#107bis, our understanding is that absolute TPC is not supported for DCI format 2_2.  In section 7.1 of 38.213, values for  are only provided for accumulated TPC, and so the timing for absolute TPC is not given in the specs.  In the absence of such timing, it is not possible to determine how close a PDCCH can arrive in time to a PUSCH transmission in order for the UE to apply the TPC command in the PDCCH to the PUSCH.  Furthermore, the power control adjustment state is defined by , and so refers to a particular transmission occasion .  Since there is no dependence to prior values of , then  seems to influence only transmission occasion .  Also, power control parameters are provided in ConfiguredGrantConfig for configured grant operation, and tpc-Accumulation is not included in this IE, and so it is not possible to use absolute TPC at least when only configured for PUSCH with ConfiguredGrantConfig. Lastly, the issue of support for absolute power control with DCI 2_2 was discussed in RAN1#103 and #104, and this did not result in any changes to the specification (the related CR [4] was rejected), nor conclusions to clarify the behavior. Therefore, we suggest that the case of absolute TPC in the working assumption is not confirmed, at least until a Rel-16 CR is agreed to introduce the support for absolute TPC for DCI 2_2.
Observations 16 & 17
· Deferring the action of DCI format 2_2 TPC to after a CTDW seems straightforward to specify
· The power control adjustment state  for the transmission occasions in a CTDW can be set to the Rel-15/16 value for the first occasion of the CTDW
· Accumulated power that is deferred from the CTDW can be added in the first transmission after the CTDW based on the Rel-15/16 expression 
· Absolute TPC does not seem to be supported for DCI format 2_2
· There is no value for  given in 38.213 to define the timing for this case, and proposals to add it in RAN1#104 were not agreed.
· There is no parameter to configure it for configured grant operation
· The intended operation for absolute TPC seems to be for single slot transmission
Proposal 6
· The Rel-15/16 (slot based) transmission occasion definitions are used to specify power control operation for DCI format 2_2 and DMRS bundling
· The following is used for accumulated TPC operation
-	If the UE is provided PUSCH-DMRS-Bundling = ‘enabled’, and for processing TPC command values provided by DCI format 2_2 with CRC scrambled by TPC-PUSCH-RNTI, if a transmission occasion  containing a PUSCH transmission configured by ConfiguredGrantConfig occurs within a nominal time domain window determined as described in [6, TS 38.214], then , where transmission occasion  is a first transmission occasion within the nominal time domain window.  For a first transmission occasion  after the transmission nominal time domain window, , with  as defined above.
· The portion of the working assumption to support DCI format 2_2 and DMRS bundling with absolute TPCs is not confirmed

[bookmark: _Ref68169350]Performance with inter-slot FH and intra-slot FH 
Performance with inter-slot as well as intra-slot frequency hopping (FH) is shown in Figure 4, for FDD at 700 MHz, with 2 hopping frequencies, 8 repetitions, for 30 ns delay spread and 3 km/h UE speed. For inter-slot FH, slots on the same frequency are consecutive in time, i.e. there are 4 back-to-back slots on each frequency. JCE is performed over all allocations on the same hopping frequency, both for inter-slot FH and intra-slot FH. In the case of inter-slot FH, the UE is assumed to be able to maintain phase coherence between back-to-back slots on the same frequency. In the intra-slot FH case, the UE is assumed not to be able to maintain phase coherence between transmissions on the same frequency because of the intermediate transmissions on the other frequency; the phase offset between slots is instead modelled as fully random and is estimated and compensated for in the receiver. See Table A1 for additional simulation details. 
It can be seen from Figure 4 that joint estimation gives gains, both for inter-slot FH and intra-slot FH. Additionally, it can be noted that inter-slot FH performs better than intra-slot FH both with and without joint channel estimation. However, further investigations are needed to fully establish performance differences between inter-slot FH and intra-slot FH when joint channel estimation is used. 
Observation 18:
· Joint channel estimation brings gains also in the case of frequency hopping, both for inter-slot FH and intra-slot FH. 
· Inter-slot FH was generally found to perform better than intra-slot FH under the used simulation assumptions.
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[bookmark: _Ref68024648]Figure 4. BLER performance with inter-slot and intra-slot FH, with and without JCE

Next, we focus on inter-slot FH and investigate the impact of number of back-to-back repetitions on each frequency in the FDD case. Performance comparison between the JCE only and JCE with inter-slot FH is shown in Figure 5, for FDD at 700MHz, with 2 or 4 repetitions per hop, 8 repetitions, for 30 ns delay spread and 3 km/h UE speed. 

2 reps per hop						4 reps per hop
[image: ]   [image: ]

Figure 5 shows that, the frequency hopping can bring ~2dB gain to the JCE whatever the number of repetitions per hop. The JCE over 4 repetitions provide ~0.5 dB gain compared to the JCE over 2 repetitions.

Observation 19:
· When JCE is used, 4-slot FH bundles can provide about 0.5 dB gain over 2-slot FH bundles.
[image: ]
[bookmark: _Ref83924791]Figure 5. BLER performance with inter-slot FH, for different bundle sizes, with and without JCE

The inter-slot FH performance can be enhanced by increasing the number of repetitions per hop and the number of hop positions. Examples of the proposed frequency hopping pattern (cf. Section 2.1.2) are illustrated as follows for TDD, where 30 slots are contained in one aggregation:

Alt1 (2 hops):
[image: ]

Alt2 (2hops): 2 hops, but balanced time domain distribution
[image: ]

Alt3 (3 hops): 3 hop positions bring more frequency selectivity, in addition to the balanced time domain distribution
[image: ]

[bookmark: _Hlk83976454]Performance comparison among the 3 inter-slot FH options combining with JCE is shown in Figure 6, for TDD pattern (DDDSUDDDUU) at 4GHz, 8 repetitions, for 30 ns delay spread and 3 km/h UE speed. Results show that ~0.5dB gain @ 10% BLER and ~1.5 dB gain @1% BLER can be obtained from adding one more hop in the aggregation slots, while JCE gain over back-to-back slots is limited to ~0.2 dB according to Figure 7.

Observation 20:
· FH over 3 frequencies can create more balanced FH patterns in JCE contexts, and also gives a diversity gain of about 0.5 dB @ 10% BLER and 1.5 dB @ 1% BLER.
[image: ]
[bookmark: _Ref83924795]Figure 6. BLER performance with JCE and inter-slot FH, for different hopping patterns and number of hop frequencies
[image: ]
[bookmark: _Ref83924796]Figure 7. BLER performance with inter-slot FH, for different number of hop frequencies, with and without JCE
Summary
In this contribution, we first considered details of the frequency hopping (FH) design, considering suitable patterns and their relation to DMRS bundles. We then discussed an open issue in the current specifications on how events are defined for the purpose of time domain window determination as well as suitable values for maximum duration of the time domain window.  How to specify transmit power control (TPC) using DCI format 2_2 was also covered. Lastly, performance results on the benefit of JCE and different frequency hopping patterns were given.
The observations can be summarized as:
1. Determining frequency hopping offsets per slot rather than per repetition allows UEs to share frequency resources more efficiently, since collisions in the hopping patterns can be avoided
2. Allowing the gNB to independently control the frequency hopping pattern and time domain windows separately can potentially avoid unnecessarily restricting and complicating network scheduling.
· The bundle size is gNB implementation and follows from the hopping pattern and time domain window size, and so frequency hopping bundling size does not need explicit configuration.
· Not all UEs may benefit from, or support, DMRS bundling, but such UEs should be able to hop with the same patterns used by DMRS bundling UEs in the same cell.
3. Appropriate FH patterns for common TDD patterns as well as for FDD can be achieved through a simple rule where a hopping index changes once per N slots, and where the frequency resource to use for any UL slot is determined based on the hopping index for that slot.
4. Going from 2 hops to 3 hops also gives a notable diversity gain, improving coverage further
5. FH over 3 frequencies can create more balanced FH patterns in JCE contexts, and also gives a diversity gain of about 0.5 dB @ 10% BLER and 1.5 dB @ 1% BLER.
6. The current definition of events in 38.214 seems clear with respect to the interaction of dynamic and semi-static events
7. UEs supporting small maximum duration values, especially those less than 8 slots, will not function well in commonly used TDD patterns.
8. Interpretation 1 from RAN1#107bis, where  is the time from the PDCCH to the PUSCH repetition in transmission occasion  for dynamically granted PUSCH is the correct interpretation.
9. DCI 2_2 TPC commands for DG PUSCH received during a nominal TDW already take effect after the nominal TDW in Rel-15/16 operation, and a Rel-17 mechanism for DMRS bundling to defer TPC commands is only needed for CG PUSCH for DCI 2_2 TPC commands.
10. Absolute power control does not seem to be supported for DCI format 2_2 in the present specifications. 

Based on the observations and discussions, we have following proposals.
Proposals:
1. Enhanced frequency hopping designs for PUCCH and PUSCH include the following:
· Frequency hopping offsets are determined from a hopping index that is calculated from the (physical) slot number, where the hopping index changes once every N slots, the index can attain up to M values, and the hopping pattern has a configurable time shift (in the unit of slots).
·  Increased hopping offsets over Rel-15 are supported, e.g. M=4, 
· UE capability for support for the Rel-17 frequency hopping pattern is independent from that of joint channel estimation
2. For HD-FDD RedCap UEs configured with DMRS bundling, an event is constituted for a case where the gap between two consecutive PUSCH repetitions overlaps with any symbol of downlink reception or downlink monitoring even if neither of the repetitions overlaps with it.
3. Inform RAN4 that the minimum value that can be reported as a maximum duration for DMRS bundling at least for TDD should be no less than 8, and is preferably larger from a RAN1 perspective.
4. The Rel-15/16 (slot based) transmission occasion definitions are used to specify power control operation for DCI format 2_2 and DMRS bundling
· The following is used for accumulated TPC operation
-	If the UE is provided PUSCH-DMRS-Bundling = ‘enabled’, and for processing TPC command values provided by DCI format 2_2 with CRC scrambled by TPC-PUSCH-RNTI, if a transmission occasion  occurs within a nominal time domain window determined as described in [6, TS 38.214], then , where transmission occasion  is a first transmission occasion within the nominal time domain window.  For a first transmission occasion  after the transmission nominal time domain window, , with  as defined above.
5. The portion of the working assumption to support DCI format 2_2 and DMRS bundling with absolute TPCs is not confirmed.
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Table A1: Basic setup of LLS for joint channel estimation on PUSCH, for FDD at 700 MHz
	System
	· Carrier frequency 700 MHz
· 15 kHz SCS
· FDD
· 106 PRBs BWP size

	UE speed
	· 3 km/h

	Payload / tx scheme
	· MCS 4, 4 PRBs, 14 symbols
· 2 DMRS symbols per slot
· 2, 4, or 8 repetitions (in back-to-back slots), no re-transmissions
· Frequency hopping on or off

	Channel
	· TDL-C (NLoS), 30 ns or 300 ns delay spread, medium correlation

	Impairments
	· 0.10 ppm CFO (70 Hz)
· Phase offsets between slots as/if indicated in respective section
· No time offset errors between slots

	Antennas
	· 1T2R

	Receiver
	· Practical (delay spread, CFO, etc not known to receiver)
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