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Introduction
The work item on solutions for NR to support non-terrestrial networks (NTN) was approved at RAN#86 and the current work item description (WID) can be found in [1]. One objective is to specify uplink (UL) time and frequency synchronization enhancements for NTN. 
TR 38.821 [3] summarizes the observations made during the Release 16 study on solutions for NR to support NTN. With regards to downlink (DL) time and frequency synchronization it was concluded that robust performance can be supported without taking any special measures on the network side. The potential impact is limited to increased UE complexity.
For the UL time and frequency synchronization it was agreed that existing preamble formats can be reused during random access in case the UE can perform pre-compensation of timing and frequency offset. The suitability of the pre-compensation option is dependent on the UE’s ability to support GNSS in the different RRC states, on the availability of accurate ephemeris data, and on the UE’s ability to make use of the GNSS and ephemeris information for performing time and frequency pre-compensation to compensate for Doppler effects.
The agreements made in RAN103-e, RAN1#104-e, RAN1#104bis-e and RAN1#105-e can be found in Appendix A.
In the next sections, we express our view on this critical functionality. For convenience the term access offset will be used to denote both the time and frequency offset used by the UE when transmitting in the UL to compensate for propagation delay and Doppler shift, respectively.
[bookmark: _Ref71045163]UE transmission timing calculations for NTN
Overview of propagation delays in NTN
[bookmark: _Hlk68536302]To determine the UE transmission timing, it is necessary to calculate the delay of the service link and the feeder link at a given point in time. These delays can be calculated based on the distances between the UE and satellite, and GW and satellite, respectively. However, to accurately calculate the delay that a given signal has experienced (or will experience), it is the distance between the position of the transmitting node at the time of transmission to the position of the receiving node at the time of reception that determines the delay. Since the time of transmission is different from the time of reception, this does not correspond to the distance between the nodes at any given point in time. In other words, accurately determining the link delays requires a dynamic view of the signal propagation, as opposed to a static snapshot.
Figure 1 illustrates the feeder and service link delays when transmission delays are taken into account. A DL signal is sent from GW at time , relayed by the satellite at time , and used for DL synchronization by the UE at time . An UL signal is sent from the UE at time , relayed by the satellite at time , and received by the GW/gNB at time . The timing relationships can be expressed as follows:
· 
· 
·  (UE-internal delay from DL sync to UL TX)
· 
· 
[bookmark: _Hlk68532113]where ,  and  are satellite, GW and UE position vectors, respectively, in ECI (earth-centered inertial) coordinates, , ,  and   denote the delays of the DL feeder link, UL feeder link, DL service link, and UL service link, respectively,  and  is the speed of light. Note that in ECI, even though the GW moves at the speed of up to 466 m/s due to Earth rotation, it is still relatively slow compared to satellite speed of up to ~7700 m/s.
The UE needs to derive , ,  and  to calculate its transmission timing. In the following we will look closer at these delays, how they can be calculated and whether it is necessary to take the dynamics into account. Note that the detailed methods for calculation should be up to implementation. What is relevant from a specification perspective is how the delays are defined and how accurate they need to be calculated.
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[bookmark: _Ref67605754]Figure 1: Signal timing relationships for NTN.
[bookmark: _Ref71044990]DL service link delay
First consider the DL service link delay,  of the signal used by the UE to synchronize at time . This is determined by the following expression:

Here, the reception time at the UE, , is known while the transmission time of the satellite, , is unknown. Therefore, the satellite position needs to be propagated backwards in time to calculate the service link delay. This can be done with various numerical methods. A very accurate solution can be found using e.g. the Newton-Raphson method. Below we investigate two simplified solutions from accuracy point of view.
· A crude approximation is to ignore the satellite movement and use the satellite-UE distance at sync time , i.e.:

This method will be denoted “sync time” in the figure legend below.
· A simple method to take into account the approximate movement of the satellite is to first approximate the delay based on the distance at sync time  and then calculate the satellite position at time  and re-calculate :


This method will be denoted “two-step” in the figure legend below.
To assess the performance of the methods, simulations were run. A LEO satellite with circular orbit is modelled. Orbit altitudes ranging from 600 km to 1800 km are tested. For each altitude, the satellite passes from horizon to horizon (≥10° elevation angle) above a UE and a gateway on the Earth surface. Every 10 ms the UE calculates the DL service link delay based on UE position and satellite ephemeris. The two methods described above are tested and the performance is shown in Figure 2. The reference  is calculated using the Newton-Raphson method. The blue curve corresponds to the “sync time” method. The red curve corresponds to the “two-step” method.
It can be seen that using the “sync time” method (i.e., ignoring the satellite movement during the time-of-flight from satellite to UE) results in an error of up to 0.25 µs, depending on satellite altitude. This corresponds to approximately 5.3% of the CP length for a PUSCH or PUCCH with 15 kHz SCS and 43% of the CP with 120 kHz SCS.
Also, it can be seen that the method taking into account satellite movement gives good accuracy.
This is summarized in the following observation:
[bookmark: _Toc79153655]When calculating the DL service link delay of a signal, ignoring the satellite movement during the signal propagation from satellite to UE will lead to a calculation error of up to 0.25 µs, which corresponds to 5% of the PUCCH/PUSCH CP length for 15 kHz SCS and 43% of the CP length for 120 kHz SCS.
[bookmark: _Toc79153656]Using a low-complex approximative “two-step” method is sufficient to get a good approximation of the impact of satellite movement on DL service link delay.
[bookmark: _Toc79153675]RAN1 to discuss how to take into account satellite movement during DL signal propagation from satellite to UE when defining the UE-specific TA.
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[bookmark: _Ref67664147]Figure 2: Max DL service link delay estimation error for different approximative calculation methods.
UL service link delay
Similar calculations can be made when determining the other contributions to the TA. From the UE perspective, the UL service link delay must also be determined before the UE can transmit. The UE will then target a particular UL slot at the gNB receiver (based on UL grant, etc.), i.e., the desired reception time at the gNB ( in Figure 1) is known. Based on this and on signaled common TA from the network, the UE can calculate the desired reception time at the satellite ( in Figure 1), and further the required transmission time from the UE ( in Figure 1). Therefore, the UL service link delay will be the solution to the following equation:

In this equation it is only the UE position that depends on the delay, and since the UE speed is relatively low (even when considering the impact of Earth rotation), it can probably be ignored in practice.
[bookmark: _Toc79153676]RAN1 to discuss how to take into account satellite movement during UL signal propagation from UE to satellite when defining the UE-specific TA.
Feeder link delay
For the feeder link delay, similar considerations need to be made by the network.
For the DL, the UE will first determine the service link delay based on the sync time ( in Figure 1) as described in section 2.2, after which it can derive the time the DL signal was relayed at the satellite ( in Figure 1). Thus, the network needs to provide the UE with an expression for the DL feeder link delay that is a function of the time the DL signal passed the satellite, .
For the UL, the desired reception time at the GW/gNB ( in Figure 1) is known to the UE. To determine the UL feeder link delay for the signal received by the GW/gNB at time , the UE needs to be provided with an expression for the the UL feeder link delay that is a function of the time .
It has been proposed to characterize the feeder link delay using a common TA base value and a common TA drift rate, i.e., as a linear approximation. Looking at the equations for calculating the DL and UL feeder link delays,


it can be noted that the expressions are not the same (even if disregarding the different variable names) since in the first case, the time of transmission is before the time of reception, and vice versa in the second case. This implies that, to be accurate, it would be necessary to broadcast separate expressions for common TA for DL and UL. Since this is undesirable, it is necessary to use an approximative expression for the (one-way) feeder link delay, disregarding the node movement from transmission to reception time:

To enable compensation for the feeder link delay, the network would then approximate this function with a polynomial function, characterized by base value, drift rate and drift rate variation that are broadcast at regular intervals[footnoteRef:2]. [2:  In this description it is assumed that the network wants to fully compensate for the feeder link delay but it could be left to network implementation to decide what parameter values to broadcast.] 


In order to minimize the error of disregarding node movement from time of transmission to time of reception, it is important that the UE uses the time at which the signal passes the satellite when calculating  since the speed of the other nodes is much lower. For DL, this corresponds to

where  is sync time (see Figure 1) and  is the DL service link delay as described in section 2.2. For the UL, the corresponding expression is

Similar to , the UL feeder link delay is defined by the solution to an equation.
In section 3.2, we describe how the above analysis should be taken into account for TA design.
[bookmark: _Toc79153677]RAN1 to discuss how to take into account satellite movement during signal propagation between gateway and satellite when defining the common TA.

Time and frequency compensation
Reference point for time and frequency
As per conclusion at RAN1#105-e, Doppler shift compensation for the feeder link is managed transparently by the gateway and/or satellite payload. Therefore, the focus of the discussion below is the reference point for time.
The reference point is the point in the network at which UL time slots are received at their nominal time and carriers are transmitted and received at their nominal DL and UL frequencies, respectively.  The reference point for time and frequency has been the BS antenna connector, as defined in section 4.3.1 of TS 38.104 [9], up to and including release-16. For release-17 NTN WI, there are at least two options, the BS antenna connector of the gNB (as in release-16) or the antenna connector of the satellite. 
If the satellite is time reference point, then UL signals will be time aligned at satellite RX. Then all time slots will be misaligned by twice the feeder link delay. This is shown in Figure 3.

[image: ]
[bookmark: _Ref54341827]Figure 3: Impact of having the time reference for UL timing synchronization at the satellite on DL/UL framing alignment.

[bookmark: _Toc79153657]All time slots will be misaligned by twice the feeder link delay, if the satellite is used as reference for time requirements.
[bookmark: _Toc79153658]Using satellite as reference for time requirements severely affects compatibility with existing Rel-16 gNB.
If the gNB is the reference point, then UL signals will be time aligned at gNB. This is illustrated in Figure 4.
[image: ]
[bookmark: _Ref54346866]Figure 4: Impact of having the time reference for UL timing synchronization at the gNB on DL/UL framing alignment.
[bookmark: _Hlk61511588]In our view, the reference point should be under control of the network. At least the option of having gNB as the reference point should be supported. The UE should be responsible for autonomously determining and pre-compensating the access offset required for time and frequency alignment at the satellite, while the network may configure additional time offset that is signaled to the UE. The signaled time offset is determined by the gNB and may be used to move the reference point e.g. to the gNB, i.e., compensate for the feeder link RTT. The Doppler shift of the feeder link is assumed to be handled transparently by the gateway and/or satellite payload.It should be noted that even if the location of the reference point can be flexible from a physical layer point of view, as discussed under agenda item 8.4.1 (see e.g. [5]), having the reference point in the satellite will require continuous adjustment of the DL and UL time at the gNB that is complex to maintain and will also require significant additional specification effort in other RAN groups to specify how the timing adjustment must be performed by the gNB, the accuracy levels expected for this operation and testing procedures for product validation. Also, a varying DL/UL slot misalignment at the gNB, will have significant impact to the scheduler.
[bookmark: _Toc79153678]The reference point for time in an NTN should be under control of the network and should at least support the option of having gNB as the reference point. 
[bookmark: _Toc79153659]The support of a reference point for time that results in a time-varying DL/UL slot misalignment at the gNB will have significant impact to gNB implementation and result in heavy specification work in other RAN groups.
[bookmark: _Ref71045041]Time synchronization
[bookmark: _Ref71045101]Rel-16 time synchronization
The current (Rel-16) TA is defined as follows [2]:

It consists of two parts:
·  is the timing advance which is dynamically controlled by the network. For initial access (PRACH transmission), it is zero. After initial access, it is updated through an absolute timing advance command in RAR and subsequently through timing advance commands in MAC CE.
·  is a semi-static offset which is dependent on frequency band and LTE/NR coexistence and can be explicitly signaled by the NW. 
NTN time synchronization
At RAN1#104bis-e, the following agreement was made:
Agreement:
The Timing Advance applied by an NR NTN UE in RRC_IDLE/INACTIVE and RRC_CONNECTED is given by:

Where:
·   is defined as 0 for PRACH and updated based on TA Command field in msg2/msgB and MAC CE TA command. 
· FFS: details of NTA update/accumulation.
·   is UE self-estimated TA to pre-compensate for the service link delay.
·  is network-controlled common TA, and may include any timing offset considered necessary by the network.
·  with value of 0 is supported. 
· FFS:  details of signaling including granularity.   
·  is a fixed offset used to calculate the timing advance. 

Note-1: Definition of  is different from that in RAN1#103-e agreement. 
Note-2: UE might not assume that the RTT between UE and gNB is equal to the calculated TA for Msg1/Msg A.
Note-3:  is the common timing offset X as agreed in RAN1 #103-e.

The TA for NTN UE consists of four components. These are further discussed below.
Closed-loop TA, 
[bookmark: _Hlk68518101]Regarding the closed loop control of TA, it is proposed to reuse the legacy procedures. Since the open control loops will handle most of the TA drift, the legacy procedures should be able to manage the residual offset.
[bookmark: _Toc79153679]The closed-loop component of the TA, , should be defined as in Rel-16.
Fixed TA offset, 
 is proposed to be defined as in Rel-16 (see section 3.2.1).
[bookmark: _Toc79153680]The fixed TA offset, , should be defined as in Rel-16.

[bookmark: _Ref71045125]UE-specific TA, 
The purpose of the UE-specific TA is to compensate for the RTT of the service link. The UE-specific TA is autonomously determined by the UE based on GNSS-acquired UE position and serving satellite position from broadcast ephemeris.
As discussed in Section 2, to accurately calculate the service link delay, it is necessary to take into account that the UL and DL signals are offset in time and therefore subject to different service link delays. It is also necessary to take into account when calculating the service link delay that the satellite moves during the transmission across the service link.

where  and  are the DL and UL service link delays derived by the UE, respectively.
[bookmark: _Toc79153681]The UE calculates the UE-specific TA (in  units) as follows:
where  is the DL service link delay of the signal to which the UE local time reference is synchronized and  is the UL service link delay of the UL signal to which the UE applies the TA.
NOTE: Whether the granularity of the UE-specific TA should be  or a multiple of  is FFS.
[bookmark: _Ref71045146][bookmark: _Ref71585461]Common TA, 
The purpose of the common TA is to compensate for the RTT of the feeder link and possibly other latencies in the satellite-gNB path. The common TA varies with time. As discussed in Section 2, it is beneficial to consider UL and DL delays separately since the UL and DL signals are offset in time and therefore subject to different delays. The common delay can be approximated by a polynomial function as follows:

where:
 is the time the signal passes the satellite
 is a reference time of the broadcast common delay
 is the common one-way delay at time  
 is the common one-way delay drift rate
 is the common one-way delay drift rate variation
The parameters ,  and  are broadcast regularly by the network to allow the UE to calculate the common TA, whereas the reference (epoch) time  could be broadcast or implicit from the DL subframe in which the parameters are signaled. 
[bookmark: _Toc79153682]The network broadcasts parameters describing the (one-way) common delay by a polynomial function as follows:
where:
 is the time the signal passes the satellite
 is a reference time of the broadcast common delay that may be implicitly (derived from DL subframe) or explicitly signaled
 is the common one-way delay at time  
 is the common one-way delay drift rate
 is the common one-way delay drift rate variation
The common TA is then calculated as the sum of the DL and UL common delays. It should be quantized to a granularity of  (see section 3.2.2.4.1) as follows:

where  is the time the DL signal to which the UE local time reference is synchronized was relayed by the satellite, and  is the time the UL signal to be transmitted by the UE will be relayed by the satellite.
[bookmark: _Toc79153683]The UE determines the common TA (in  units) as follows:
where  is the time the DL signal to which the UE local time reference is synchronized was relayed by the satellite, and  is the time the UL signal to which the UE applies the TA will be relayed by the satellite.
To demonstrate the need for drift rate information, consider a scenario with VLEO at 200 km, which can be considered as a worst case. In this scenario, the feeder link RTT (i.e., DL+UL feeder link delay) changes at a rate of up to 50 µs/s as shown in Figure 5.
[image: ]
[bookmark: _Ref61367489]Figure 5: Feeder link RTT drift rate versus time of passing VLEO 200 satellite.
This means that a common TA that is correct at one slot will be off by 10% of the CP length 10 slots later, as shown in Table 1. Very frequent signaling of the common delay parameters would be needed if drift rate is not included that allows the UE to autonomously update  with time.
[bookmark: _Ref61349160]Table 1: Feeder link RTT drift for different SCS
	[bookmark: _Hlk68538273]SCS [kHz]
	Slot length [ms]
	CP length PUCCH/PUSCH [µs]
	Feeder link RTT drift per slot 
[% of CP]
	Slots before drift exceeds 10% of CP

	15
	1
	4.69
	1.1%
	10

	30
	0.5
	2.34
	1.1%
	10

	60
	0.25
	1.17
	1.1%
	10

	120
	0.125
	0.59
	1.1%
	10



The benefit of providing a drift rate is further illustrated in Figure 6. The blue curve shows the feeder link RTT during one pass of a VLEO 200 satellite. The red curve shows a linear approximation based on a base value + drift rate value that are updated every 1.6 seconds (1600 slots with SCS=15 kHz). The approximation error is less than 10% of the CP length. The significant reduction in signaling justifies the use of drift rate for the common TA.
[bookmark: _Toc79153660]Drift rate information significantly reduces the signaling load for common delay.
[image: ]
[bookmark: _Ref61349938]Figure 6: Feeder Link RTT vs time during one pass of a VLEO 200 satellite.

[bookmark: _Ref79053041]Granularity of common TA 
The granularity of the signaled common delay parameters, ,  and  as well as the granularity of the applied common TA value, NTA,common, will impact the UE transmit timing error and thereby the timing error of the signal received by the gNB. The accuracy requirements for UE transmit timing are not yet defined but the design target should be that the total timing errror can be handled by the CP also in the presence of channel time dispersion. There are several sources of error that add up to the total UE transmit timing error. Some sources of error such as DL synchronization inaccuracy, UE positioning inaccuracy and satellite ephemeris inaccuracy may be costly to reduce. To allow for more feasible requirements on these error souces, the quantization error of common TA should preferably consume only a small part of the total error budget. Therefore, the NTA,common applied by the UE should have a granularity of e.g.  [Tc units], which corresponds to less than 1% of the normal CP length for PUCCH/PUSCH.
[bookmark: _Toc79153684]The granularity of the NTA,common applied by the UE should be 64/2µ to limit its impact to the total timing error budget to less than 1% of the CP length.
In section 3.2.2.4 it is proposed to broadcast the parameters ,  and  reflecting the one-way common delay, drift rate and drift rate variation, respectively, from which the UE calculates NTA,common.  should be broadcast with granularity  to match the proposed granularity of NTA,common with the highest SCS. The maximum propagation delay between gateway and satellite is 271 ms for a GEO satellite [3]. This means that the total range of  of 0-271 ms can be signaled with granularity  using 26 bits.
[bookmark: _Toc79153661]The common delay, , can be signaled with granularity (64/23)Tc using 26 bits.
The common delay drift rate  can be in the range ±25 µs/s (see Figure 5 which shows the RTT drift rate). The common delay drift rate variation  can be in the range 0-1 µs/s2 (see Figure 7 that shows the extreme case of a VLEO 200 satellite). In section 3.2.2.4.2 it is shown that these parameters can be signaled with 15 bits each without significant accuracy losses.
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[bookmark: _Ref78970545]Figure 7: Feeder link delay drift rate variation versus time of passing VLEO 200 satellite.


[bookmark: _Ref78968691]Simulations of feeder link delay estimation accuracy
The characterization of the feeder link delay is further investigated through simulations below. For a LEO 600 satellite, the feeder link delay is described in three different ways:
· Linear approximation: Common delay value + drift rate
· 2nd order approximation: Common delay value + drift rate + drift rate variation
· 3rd order approximation: Common delay value + drift rate + drift rate variation + 3rd order term
The Common delay parameters are acquired by the UE at regular intervals. The interval is varied from 5 s to 30 s.
The 99th percentile feeder link RTT approximation error during one pass of the satellite over the gateway is shown in Figure 8.
The total UE transmission timing error budget, including the portion that can be budgeted to the feeder link RTT, is still under discussion in RAN4. A reasonable value that has been assumed in a RAN4 contribution [7] is that the uncertainty of the feeder link RTT can be 10% of the CP length. Therefore, these limits have been shown for comparison in Figure 8 for SCS=15 kHz and SCS=120 kHz.
For a 2nd order approximation, it can be seen that the feeder link RTT approximation error is 10% of the CP length for SCS=120 kHz (i.e., 59 ns) with a 13 second update interval and 10% of the CP length for SCS=15 kHz (i.e., 469 ns) with a 26 second update interval.
For a 3rd order approximation, it can be seen that the feeder link RTT approximation error is 10% of the CP length for SCS=120 kHz (i.e., 59 ns) with an update interval exceeding 30 seconds.
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[bookmark: _Ref72807809]Figure 8: Feeder link RTT approximation error.
[bookmark: _Toc79153662]For a 2nd order approximation of the Common delay, the feeder link RTT approximation error is 10% of the CP length for SCS=120 kHz (i.e., 59 ns) with a 13 second update interval and 10% of the CP length for SCS=15 kHz (i.e., 469 ns) with a 26 second update interval.
[bookmark: _Toc79153663]For a 3rd order approximation of the Common delay, the feeder link RTT approximation error is 10% of the CP length for SCS=120 kHz (i.e., 59 ns) with an update interval exceeding 30 seconds.
[bookmark: _Ref79051065]Effects of quantization
In the simulations above, the effects of quantization of the common delay parameters are not taken into account. In the next set of simulations, the common delay is quantized to 26 bits, while the 1st, 2nd and (when applicable) 3rd order parameters are quantized to 15 bits each. In addition, the applied common TA value is quantized with  granularity. The maximum feeder link RTT approximation error is shown by the dashed lines in Figure 9. It can be seen that the additional error does not significantly impact the update interval of the common delay parameters.
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[bookmark: _Ref78917835]Figure 9: Feeder link RTT approximation error including effects of common delay parameter quantization.
[bookmark: _Toc79153664]	The following levels of quantization for the common delay parameters will not significantly impact the performance of common TA estimation:
-	Common delay:				26 bits
-	Drift rate:					15 bits
-	Drift rate variation:			15 bits
-	3rd order term (if applicable):	15 bits
[bookmark: _Toc79153665]A quantization for the applied Common TA of (64/23)Tc will not significantly impact the performance of common TA estimation.
Closed-loop TA control
To avoid the need to re-acquire the common delay parameters too often, closed-loop TA control can be used to compensate for the RTT approximation error. This has been evaluated using a simple closed-loop TA control algorithm that is applied in addition to the common TA. A TAC is sent in MAC CE at most every 160 ms or 320 ms (two cases simulated) to compensate for the received timing error at the gNB. Legacy TAC are used (i.e., with granularity ). The adaptation delay due to the RTD of the TA control loop is taken into account. Quantization effects (refer to section 3.2.2.4.2.1) are included. Only 2nd order approximation is evaluated. Service link RTT estimation errors are not considered.
The results are shown in Figure 10. It can be seen that the closed-loop TA control significantly improves the timing accuracy so that the accuracy with a 2nd order approximation of the common TA is now very close to 10% of the CP length for SCS=120 kHz also for longer update periods of the common delay parameters. Even with a 30 s update period, the timing error is 15-20% of the CP for SCS=120 kHz.
It should be noted that the granularity of the legacy TAC corresponds to about 11% of the normal CP length. Therefore, it is difficult to meet a target timing error of 10% of the CP length. However, the closed-loop TA control will help compensate for estimation errors also for the service link RTT. Therefore, it is likely possible that the sum of estimation errors of the service link and feeder link can be kept within acceptable limits with the help of closed-loop TA control.
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[bookmark: _Ref79012026]Figure 10: Residual timing error with closed-loop TA control.

[bookmark: _Toc79153666]Closed-loop TA control can be used to reduce the need to re-acquire common delay parameters.
TA margin
To account for the estimation uncertainty of the UE-specific TA, one could subtract a TA margin, whose value could be included in the broadcast common TA. The network can derive this value by taking into account the maximum TA uncertainty (this could include any factors that the network may deem necessary). With this, the TA command in Msg2 does not need to support bipolar range. 
For NTN the TA command in Msg2 would be used to compensate for errors in the UE-autonomous determination of the UE-specific TA and approxoimation errors of the Common TA. The accuracy of the UE-specific TA + Common TA is expected to be significantly better than the maximum range of the legacy TA command. Therefore, there is no need to extend the range of the legacy TA command in Msg2.
[bookmark: _Toc79153667]If the common TA includes a margin for maximum estimation error of the UE-specific TA, and the accuracy requirements of the UE-specific TA are appropriately set, the current unipolar TA command in Msg2 is sufficient, i.e., bipolar TA command or extended TA range is not needed in Msg2.
[bookmark: _Toc61606765][bookmark: _Toc61607037]Frequency synchronization 
At RAN1#103-e, it was agreed that the UE autonomously compensates for the Doppler shift of the service link. At RAN1#105-e, it was concluded that the gateway and/or satellite payload compensates for the Doppler shift of the feeder link.
One remaining issue related to frequency synchronization is whether the gNB should pre-compensate (a common part of) the Doppler shift of the service link to simplify initial DL synchronization for the UE. At RAN1#105-e (see FL summary in [6]), concerns were raised that DL frequency pre-compensation is a significant challenge to the UE and/or the gNB. Therefore, a proposal to de-prioritize support of DL frequency pre-compensation for the service link was discussed but not agreed. Also, the SI concluded that DL synchronization is possible without DL pre-compensation. Therefore, we support the proposal made by the FL at RAN1#105-e:
[bookmark: _Toc79153685]Deprioritize support of Common DL frequency compensation for the service link Doppler shift.
Alternative UE-centric solution 
In the previous sections, solutions for time and frequency compensation assume that the gNB/gateway is responsible for determining the feeder link compensation and instructing UE to apply additional access offsets accordingly. Alternatively, if the position of a reference point (which may or may not be the gateway) and the UL and DL carrier frequencies of the feeder link were signaled to the UE, the UE could autonomously determine the time and frequency offset of both the service link and the link between the satellite and the reference point of the feeder link. This would simplify the time and frequency compensation procedures.
As mentioned, the reference point may or may not be the gateway. It is up to network to configure. In scenarios where it is acceptable to broadcast gateway position, the network can configure the reference point to be the position of the gateway. In scenarios where it is not acceptable to broadcast gateway position, the network can configure the reference point to be the “approximate” position of the gateway. If the reference point is not the gateway, it is up to gNB how to handle the (small) variations in timing and frequency offset.
[bookmark: _Toc79153668]If the position of a reference point of the feeder link and the UL and DL carrier frequencies of the feeder link are signaled to the UE, the UE can autonomously determine the time and frequency offset of both the service link and the link between the satellite and the reference point of the feeder link, which would simplify the time and frequency compensation procedures.
[bookmark: _Toc79153686]Support broadcasting a reference point of the feeder link and UE autonomous determination of the time and frequency offset of both the service link and the link between the satellite and the reference point of the feeder link.
NOTE: At RAN1#105-e, an LS [8] was sent to SA1/SA3 asking for guidance on the security aspects of broadcasting information that implicitly or explicitly exposes the gateway position.
GNSS requirements 
RAN1 needs to discuss how to deal with the case of no GNSS coverage. The relevant case of interest is when the NR-NTN satellite is accessible while GNSS is out of coverage. For instance, it is reasonable to assume that neither of the two systems will provide indoor coverage. However, there may be corner cases where e.g. a mountain or a high-rise building blocks line-of-sight to a majority of the GNSS satellites but not all NTN satellites. How to deal with this case needs further discussion.
[bookmark: _Toc79153687]RAN1 to determine the relevance of the case of NTN coverage but no GNSS coverage.
Satellite ephemeris
Epoch time
The issue of implicit or explicit epoch time for serving satellite ephemeris was discussed at RAN1#104bis-e without conclusion.
If explicit epoch time is used, the epoch time is broadcast together with the satellite ephemeris. In this case there is no ambiguity regarding the epoch time for the satellite ephemeris.
If implicit epoch time is used, the epoch time of the broadcast satellite ephemeris is defined by the DL subframe containing the ephemeris information. In this case, it is necessary to define how the epoch time is derived from the subframe. This has not been discussed in RAN1 and needs to be clarified before the issue of implicit or explicit epoch time is concluded.
How and where the broadcast ephemeris data is generated is an implementation choice. E.g., it may be generated in a node external to the gNB (e.g., an NTN Control Center, NCC) or generated (propagated) by the gNB based on ephemeris data from an NCC. The latency between the generation of the ephemeris data and the UE can be tens or hundreds of milliseconds (depending on the satellite orbit), during which time the satellite moves a considerable distance. Therefore, it is necessary to define a reference point that defines the epoch time when the subframe containing the ephemeris data is at that reference point. It is then the responsibility of the network to generate ephemeris data that matches the implicit epoch time at the reference point. Possible reference points include the gNB transmitter, the satellite transmitter and the UE receiver.
· Reference point at gNB: The epoch time is the time when the subframe is transmitted from the gNB. This allows the network (e.g., the NCC or the gNB) to predict the satellite ephemeris with a fixed prediction time offset corresponding to the delay between the NCC and the gNB. It also allows the UE to determine the epoch time based on broadcast common TA information and satellite ephemeris, assuming that the common TA reflects the full delay from satellite to gNB.
· Reference point at satellite transmitter: The epoch time is the time when the subframe is transmitted from the satellite. Due to the time-varying delay of the feeder link, this option requires the network (e.g., the NCC or the gNB) to predict the satellite ephemeris with a time-varying prediction time offset corresponding to the delay between the NCC and the satellite). It allows the UE to determine the epoch time based on the broadcast satellite ephemeris.
· Reference point at UE receiver: The epoch time is the time when the subframe is received by the UE. This is impractical since the UE-specific delay is unknown and differs between UE. The differential delay in a cell can be in the order of 3 ms for LEO [3], during which time the satellite moves up to approximately 25 m. Between cells of the same satellite the differential delay is in the order of 4-6 ms for a LEO satellite, which implies that cell-specific ephemeris data would be needed for different cells of the same satellite.
[bookmark: _Toc79153669]If the reference point for epoch time for satellite ephemeris is at the gNB transmitter, the network (e.g., the NCC or the gNB) can generate satellite ephemeris with a fixed prediction time offset. The UE can determine the epoch time based on broadcast common TA information and satellite ephemeris.
[bookmark: _Toc79153670]If the reference point for epoch time for satellite ephemeris is at the satellite transmitter, the network (e.g., the NCC or the gNB) must generate satellite ephemeris with a time-varying prediction time offset, adapted to the feeder link delay. The UE can determine the epoch time based on satellite ephemeris.
[bookmark: _Toc79153671]If the reference point for epoch time for satellite ephemeris is at the UE receiver, the network (e.g., the NCC or the gNB) cannot accurately predict the satellite ephemeris at epoch time due to the differential delay in an NTN cell. Also, cell-specific ephemeris data for the same satellite might be needed due to differential delay between cells of the same satellite.
Given that the generation of ephemeris data is an implementation choice that may involve equipment from multiple vendors, the specifications should allow flexibility in the design. A natural solution is that the reference point for epoch time is the reference point for time as defined by the common TA. 
[bookmark: _Toc79153688]RAN1 to discuss how to define the reference point for epoch time if implicit epoch time for satellite ephemeris is used.
[bookmark: _Hlk71540082]Another aspect of implicit epoch time is that it may require the gNB to know the absolute transmission time of the subframes in which the ephemeris is broadcast. E.g., the gNB may be provided with satellite ephemeris data with explicit epoch time from an external source and needs to propagate it to the implicit epoch time of the subframe, or the gNB may request satellite ephemeris data from an external source for a given epoch time.
The accuracy requirements for UE transmission timing are not yet determined but there are many sources of error that contribute to the total error. The impact of epoch time inaccuracy should be kept as low as possible. Assuming e.g. that the impact of the epoch time inaccuracy should not exceed 5% of the shortest CP length (PUCCH/PUSCH for 120 kHz SCS), this corresponds to a time offset of 29 ns. This corresponds to a satellite position error of m (where  is the speed of light). A LEO 600 satellite travels this distance in approximately 0.6 ms. This implies that the gNB needs to know the absolute time of its transmissions with an accuracy of 0.6 ms.
[bookmark: _Toc79153672]If implicit epoch time is used, the gNB may need to know the absolute transmission time of the subframe containing the ephemeris data with an accuracy of 0.6 ms, assuming that the impact of the epoch time inaccuracy on the UE transmission time error should not exceed 5% of the shortest CP length.
[bookmark: _Toc79153689]RAN1 to discuss the impact of implicit epoch time on gNB.
Satellite position prediction accuracy
[bookmark: _Hlk71283032]To investigate how accurately the position and velocity of a satellite can be predicted based on orbital elements, orbital data from Eutelsat is analyzed. The data consists of both orbital elements (a, e, ω, Ω, i, M0) and state vectors (x, y, z, vx, vy, vz) for every second of two hours of a LEO satellite orbit at approximately 535 km altitude. The orbital elements at a given time t are used to predict the satellite position and velocity at time t+Δt using the algorithm described in [10]. The predicted position and velocity are compared to the actual satellite position and velocity from Eutelsat state vector data and the error magnitudes are calculated. This is repeated for all available times t in the data files and for Δt ranging from 1 s to 120 s. The maximum (over t) prediction error magnitude for satellite position and satellite velocity are shown in Figure 11 and Figure 12, respectively. The results indicate that prediction from orbital elements is possible with acceptable accuracy in the order of tens of seconds ahead in time (depending on the required accuracy). Note that the presented prediction errors are the total error magnitude, which will only partially be in the UE-satellite direction and therefore only partially impact the access offset determination.
[image: ]
[bookmark: _Ref61870937]Figure 11: Max position prediction error versus prediction time.
[image: ]
[bookmark: _Ref61871307]Figure 12: Max velocity prediction error versus prediction time.
[bookmark: _Toc79153673]Orbit prediction from orbital elements is possible with acceptable accuracy in the order of tens of seconds ahead in time (depending on the required accuracy).
[bookmark: _Toc79153674]Satellite ephemeris with sufficient accuracy to support timing and frequency offset pre-compensation shall be made available to the NR NTN UE.
[bookmark: _Toc79153690]RAN1 to study the required accuracy of satellite ephemeris to support timing and frequency offset pre-compensation with accuracy specified by RAN4.
Conclusions
In the previous sections, we discuss UL time and frequency synchronization enhancements for NTN. We made the following observations: 
Observation 1	When calculating the DL service link delay of a signal, ignoring the satellite movement during the signal propagation from satellite to UE will lead to a calculation error of up to 0.25 µs, which corresponds to 5% of the PUCCH/PUSCH CP length for 15 kHz SCS and 43% of the CP length for 120 kHz SCS.
Observation 2	Using a low-complex approximative “two-step” method is sufficient to get a good approximation of the impact of satellite movement on DL service link delay.
Observation 3	All time slots will be misaligned by twice the feeder link delay, if the satellite is used as reference for time requirements.
Observation 4	Using satellite as reference for time requirements severely affects compatibility with existing Rel-16 gNB.
Observation 5	The support of a reference point for time that results in a time-varying DL/UL slot misalignment at the gNB will have significant impact to gNB implementation and result in heavy specification work in other RAN groups.
Observation 6	Drift rate information significantly reduces the signaling load for common delay.
Observation 7	The common delay, , can be signaled with granularity (64/23)Tc using 26 bits.
Observation 8	For a 2nd order approximation of the Common delay, the feeder link RTT approximation error is 10% of the CP length for SCS=120 kHz (i.e., 59 ns) with a 13 second update interval and 10% of the CP length for SCS=15 kHz (i.e., 469 ns) with a 26 second update interval.
Observation 9	For a 3rd order approximation of the Common delay, the feeder link RTT approximation error is 10% of the CP length for SCS=120 kHz (i.e., 59 ns) with an update interval exceeding 30 seconds.
Observation 10	The following levels of quantization for the common delay parameters will not significantly impact the performance of common TA estimation:
- Common delay: 26 bits
- Drift rate: 15 bits
- Drift rate variation: 15 bits
- 3rd order term (if applicable): 15 bits
Observation 11	A quantization for the applied Common TA of (64/23)Tc will not significantly impact the performance of common TA estimation.
Observation 12	Closed-loop TA control can be used to reduce the need to re-acquire common delay parameters.
Observation 13	If the common TA includes a margin for maximum estimation error of the UE-specific TA, and the accuracy requirements of the UE-specific TA are appropriately set, the current unipolar TA command in Msg2 is sufficient, i.e., bipolar TA command or extended TA range is not needed in Msg2.
Observation 14	If the position of a reference point of the feeder link and the UL and DL carrier frequencies of the feeder link are signaled to the UE, the UE can autonomously determine the time and frequency offset of both the service link and the link between the satellite and the reference point of the feeder link, which would simplify the time and frequency compensation procedures.
Observation 15	If the reference point for epoch time for satellite ephemeris is at the gNB transmitter, the network (e.g., the NCC or the gNB) can generate satellite ephemeris with a fixed prediction time offset. The UE can determine the epoch time based on broadcast common TA information and satellite ephemeris.
Observation 16	If the reference point for epoch time for satellite ephemeris is at the satellite transmitter, the network (e.g., the NCC or the gNB) must generate satellite ephemeris with a time-varying prediction time offset, adapted to the feeder link delay. The UE can determine the epoch time based on satellite ephemeris.
Observation 17	If the reference point for epoch time for satellite ephemeris is at the UE receiver, the network (e.g., the NCC or the gNB) cannot accurately predict the satellite ephemeris at epoch time due to the differential delay in an NTN cell. Also, cell-specific ephemeris data for the same satellite might be needed due to differential delay between cells of the same satellite.
Observation 18	If implicit epoch time is used, the gNB may need to know the absolute transmission time of the subframe containing the ephemeris data with an accuracy of 0.6 ms, assuming that the impact of the epoch time inaccuracy on the UE transmission time error should not exceed 5% of the shortest CP length.
Observation 19	Orbit prediction from orbital elements is possible with acceptable accuracy in the order of tens of seconds ahead in time (depending on the required accuracy).
Observation 20	Satellite ephemeris with sufficient accuracy to support timing and frequency offset pre-compensation shall be made available to the NR NTN UE.

Based on the discussion in the previous sections we propose the following: 
Proposal 1	RAN1 to discuss how to take into account satellite movement during DL signal propagation from satellite to UE when defining the UE-specific TA.
Proposal 2	RAN1 to discuss how to take into account satellite movement during UL signal propagation from UE to satellite when defining the UE-specific TA.
Proposal 3	RAN1 to discuss how to take into account satellite movement during signal propagation between gateway and satellite when defining the common TA.
Proposal 4	The reference point for time in an NTN should be under control of the network and should at least support the option of having gNB as the reference point.
Proposal 5	The closed-loop component of the TA, , should be defined as in Rel-16.
Proposal 6	The fixed TA offset, , should be defined as in Rel-16.
Proposal 7	The UE calculates the UE-specific TA (in  units) as follows: 
where  is the DL service link delay of the signal to which the UE local time reference is synchronized and  is the UL service link delay of the UL signal to which the UE applies the TA.
Proposal 8	The network broadcasts parameters describing the (one-way) common delay by a polynomial function as follows:
where:
 is the time the signal passes the satellite
 is a reference time of the broadcast common delay that may be implicitly (derived from DL subframe) or explicitly signaled
 is the common one-way delay at time  
 is the common one-way delay drift rate
 is the common one-way delay drift rate variation
Proposal 9	The UE determines the common TA (in  units) as follows: where  is the time the DL signal to which the UE local time reference is synchronized was relayed by the satellite, and  is the time the UL signal to which the UE applies the TA will be relayed by the satellite.
Proposal 10	The granularity of the NTA,common applied by the UE should be 64/2µ to limit its impact to the total timing error budget to less than 1% of the CP length.
Proposal 11	Deprioritize support of Common DL frequency compensation for the service link Doppler shift.
Proposal 12	Support broadcasting a reference point of the feeder link and UE autonomous determination of the time and frequency offset of both the service link and the link between the satellite and the reference point of the feeder link.
Proposal 13	RAN1 to determine the relevance of the case of NTN coverage but no GNSS coverage.
Proposal 14	RAN1 to discuss how to define the reference point for epoch time if implicit epoch time for satellite ephemeris is used.
Proposal 15	RAN1 to discuss the impact of implicit epoch time on gNB.
Proposal 16	RAN1 to study the required accuracy of satellite ephemeris to support timing and frequency offset pre-compensation with accuracy specified by RAN4.
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[bookmark: _Ref70459298][bookmark: _Ref79090724]Agreements from previous RAN1 meetings
At RAN1#103-e, the following agreements were made:
Agreement:
An NTN UE in RRC_IDLE and RRC_INACTIVE states is required to at least support UE specific TA calculation based at least on its GNSS-acquired position and the serving satellite ephemeris.
Agreement:
An NR NTN UE in RRC_IDLE and RRC_INACTIVE states shall be capable of at least using its acquired GNSS position and satellite ephemeris to calculate frequency pre-compensation to counter shift the Doppler experienced on the service link.
Agreement:
· In NTN, the network may broadcast 
· A common timing offset value 
· FFS details of the common timing offset
· FFS: A common timing drift rate
· Before Msg1/MsgA transmission, the NR NTN UE in idle/inactive mode calculates its TA as follows:

Where:
is derived from the User specific TA self-estimation
 is derived at least from the common timing offset value if broadcasted by the network. The granularity of  and whether  is indicated as a Timing Advance or as a Timing Offset value [unit] are FFS. Upon resolving the FFS, one of the X in the equation will be removed.
· depends on band and LTE/NR coexistence and is specified in TS 38.213 section 4.2.
·  is specified in TS 38.211 section 4.1. 
· Note: UE will not assume that the RTT between UE and gNB is equal to the calculated TA for Msg1/Msg A.

Working assumption:
It is assumed that the requirement on UL time pre-compensation for Msg1/MsgA transmission of an NR NTN UE in idle/inactive mode will be defined such that the existing TAC 12-bit field in msg2 (or msgB) can be reused without any extension.
Agreement:
An NR NTN UE in RRC_CONNECTED states shall be capable of at least using its acquired GNSS position and satellite ephemeris to perform frequency pre-compensation to counter shift the Doppler experienced on the service link.

At RAN1#104-e, the following agreements were made:
Agreement:
An NTN UE in RRC_CONNECTED state is required to support UE specific TA calculation based at least on its GNSS-acquired position and the serving satellite ephemeris.
· FFS: Operation of closed loop and open loop TA control
Agreement:
For TA update in RRC_CONNECTED state, combination of both open (i.e. UE autonomous TA estimation, and common TA estimation) and closed (i.e., received TA commands) control loops shall be supported for NTN.
· FFS: Details of the combination of open and closed loop TA control
Conclusion:
It is up to RAN4 to decide whether interruptions or measurement gaps are required for GNSS measurements during NTN operation
Agreement: 
RAN1 should send an LS to RAN4 with the following questions: 
Question 1: RAN1 would like to ask RAN4, to indicate what are the NTN UL time synchronization requirements?
· For initial access (i.e. PRACH transmission)
· For UL transmissions in RRC Connected State
Question 2: RAN1 would like to ask RAN4, to indicate what are the NTN UL frequency synchronization requirements?
· For initial access (i.e. PRACH transmission)
· For UL transmissions in RRC Connected State

Conclusion:
If DL frequency compensation for the service link Doppler is applied, indication of the amount of frequency compensation is necessary.
· FFS: support of DL frequency compensation for the service link Doppler.

Agreement:
· RAN1 to support satellite ephemeris broadcast based at least on one of the following format options:
· Option 1: Ephemeris format based on satellite position and velocity state vectors
· FFS: Details on state vectors formats 
· FFS: Details on time reference provisioning/format
· Option 2: Ephemeris format based on orbital elements
· FFS: Details on orbital elements formats 
· FFS: Details on time reference provisioning/format
· FFS: Whether down-selection is needed or both options are supported

At RAN1#104bis-e, the following agreements and conclusions were made:
Agreement:
The Timing Advance applied by an NR NTN UE in RRC_IDLE/INACTIVE and RRC_CONNECTED is given by:

Where:
·   is defined as 0 for PRACH and updated based on TA Command field in msg2/msgB and MAC CE TA command. 
· FFS: details of NTA update/accumulation.
·   is UE self-estimated TA to pre-compensate for the service link delay.
·  is network-controlled common TA, and may include any timing offset considered necessary by the network.
·  with value of 0 is supported. 
· FFS:  details of signaling including granularity.   
·  is a fixed offset used to calculate the timing advance. 

Note-1: Definition of  is different from that in RAN1#103-e agreement. 
Note-2: UE might not assume that the RTT between UE and gNB is equal to the calculated TA for Msg1/Msg A.
Note-3:  is the common timing offset X as agreed in RAN1 #103-e.
Agreement:
Support serving-satellite ephemeris broadcast based on one or more of the following:
· Set 1: Satellite position and velocity state vectors: 
· position X,Y,Z in ECEF (m)  
· velocity VX,VY,VZ in ECEF (m/s)
· Set 2: At least the following parameters in orbital parameter ephemeris format:
· Semi-major axis α [m] 
· Eccentricity e 
· Argument of periapsis ω [rad] 
· Longitude of ascending node Ω [rad] 
· Inclination i [rad] 
· Mean anomaly M [rad] at epoch time to
· FFS: Whether pre-provisioned ephemeris based on orbital elements can be used as reference. Thereby, only delta corrections can be broadcast in order to reduce the overhead
· FFS: The field size for each parameter
· FFS: The impact on signaling due to the required accuracy of serving-satellite ephemeris
· FFS: Whether down-selection is needed or both sets are supported
Conclusion:
The orbital propagator model to be used at UE side can be left to implementation.
At RAN1#105-e, the following agreements and conclusions were made:
Agreement:
Specifications should support delivery of ephemeris information using both ephemeris formats, i.e., state vectors and orbital elements.
Agreement:
RAN1 should send an LS to SA3, SA1 and possibly SA3-LI to get more inputs regarding the security/regulatory aspects if the NTN GW/gNB position is broadcast or possible to be derived by the UE with assistance information from the network, and on any aspects related to accuracy of the position.
Conclusion:
The Doppler shift over the feeder link and any transponder frequency error for both Downlink and Uplink is compensated by the GW and satellite-payload without any specification impacts in Release 17.
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Introduction


 


The work item on solutions for NR to support non


-


terrestrial networks (NTN) was approved at 


RAN#86 and the 


current 


work item description (WID) 


can be found 


in


 


[1]


.


 


One objective is to specify 


uplink (UL) time and frequency synchronization enhancements for NTN. 


 


TR 38.821


 


[3]


 


summarizes the observations made during the Release 16 study on solutions for NR 


to support NTN. With regards to downlink (DL) time and frequency synchronization it was concluded 


that robust performance can be supported without taking any speci


al measures on the network side. 


The potential impact is limited to increased UE complexity.


 


For the UL time and frequency synchronization it was agreed that existing preamble formats can be 


reused during random access in case the UE can perform 


pre


-


compensation of timing and frequency 


offset.


 


The suitability of th


e pre


-


compensation 


option is dependent on the UE’s ability to support 


GNSS in the different RRC states, on the availability of accurate ephemeris data, and on the UE’s 


ability to make us


e of the GNSS and ephemeris information for performing time and frequency pre


-


compensation to compensate for Doppler effects.


 


The agreements made in RAN103
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,


 


RAN1#104
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RAN1#104


bis
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and RAN1#105
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can be found 


in


 


Appendix A


.


 


In t


he next sections


,


 


we express our view on this critical functionality.


 


For convenience 


the term 


access offset


 


will be used 


to denote 


both 


the 


time and frequency offset used 


by the UE 


when 


transmitting in the UL 


to compensate for 


propagation delay 


and Doppler shift


, respectively


.
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UE transmission timing calculation
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for NTN


 


2.1


 


Over


view


 


of p


ropagation delays in NTN


 


To determine the 


UE 


transmission 


tim


ing,


 


it is necessary to calculate the delay of the 


service link 


and 


the 


feeder 


link 


at a given point in time. These delays can be calculated based on the distances 


between the UE


 


and


 


satellite


,


 


and GW


 


and satellite, respectively


. 


However, to 


accurately 


calculate 


the delay that a given signal has experienced (or will experience), 


it is the distance between the 


position of the transmitting node at the time of transmission to the position of the receiving node at 


the time of reception that determ


ines the delay. S


ince the time 


of transmission is different 


from


 


the


 


time 


of reception, this does not correspond to the distance between the nodes at any given point in 




  1 / 2     3GPP TSG - RAN WG1 Meeting #10 6 - e   R1 - 210 7637   e - Meeting,  August   1 6 th   –   27 th , 2021     Agenda Item:   8 . 4. 2   Source:   Ericsson   Title:   On UL time and frequency synchronization enhancements for NTN   Document for:   Discussion   1   Introduction   The work item on solutions for NR to support non - terrestrial networks (NTN) was approved at  RAN#86 and the  current  work item description (WID)  can be found  in   [1] .   One objective is to specify  uplink (UL) time and frequency synchronization enhancements for NTN.    TR 38.821   [3]   summarizes the observations made during the Release 16 study on solutions for NR  to support NTN. With regards to downlink (DL) time and frequency synchronization it was concluded  that robust performance can be supported without taking any speci al measures on the network side.  The potential impact is limited to increased UE complexity.   For the UL time and frequency synchronization it was agreed that existing preamble formats can be  reused during random access in case the UE can perform  pre - compensation of timing and frequency  offset.   The suitability of th e pre - compensation  option is dependent on the UE’s ability to support  GNSS in the different RRC states, on the availability of accurate ephemeris data, and on the UE’s  ability to make us e of the GNSS and ephemeris information for performing time and frequency pre - compensation to compensate for Doppler effects.   The agreements made in RAN103 - e ,   RAN1#104 - e ,  RAN1#104 bis - e  and RAN1#105 - e  can be found  in   Appendix A .   In t he next sections ,   we express our view on this critical functionality.   For convenience  the term  access offset   will be used  to denote  both  the  time and frequency offset used  by the UE  when  transmitting in the UL  to compensate for  propagation delay  and Doppler shift , respectively .   2   UE transmission timing calculation s   for NTN   2.1   Over view   of p ropagation delays in NTN   To determine the  UE  transmission  tim ing,   it is necessary to calculate the delay of the  service link  and  the  feeder  link  at a given point in time. These delays can be calculated based on the distances  between the UE   and   satellite ,   and GW   and satellite, respectively .  However, to  accurately  calculate  the delay that a given signal has experienced (or will experience),  it is the distance between the  position of the transmitting node at the time of transmission to the position of the receiving node at  the time of reception that determ ines the delay. S ince the time  of transmission is different  from   the   time  of reception, this does not correspond to the distance between the nodes at any given point in 

