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[bookmark: _Hlk75330915][bookmark: _Hlk510705081]The work item on supporting NR from 52.6 GHz to 71 GHz was approved at RAN#90-e (see a later revision in [1]). Before that 3GPP carried out a study on required changes to NR using existing DL/UL waveform to support operation between 52.6 GHz and 71GHz [1]. This contribution deals with the following objectives of the WID:
· [bookmark: _Hlk58583563]In addition to 120kHz SCS, specify new SCS, 480kHz and 960kHz, and define maximum bandwidth(s), for operation in this frequency range for data and control channels and reference signals, only NCP supported.
· Time line related aspects adapted to 480kHz and 960kHz, e.g., BWP and beam switching timeing, HARQ timing, UE processing, preparation and computation timelines for PDSCH, PUSCH/SRS and CSI, respectively.
· Support enhancements for multi-PDSCH/PUSCH scheduling and HARQ support with a single DCI
· Evaluate, and if needed, specify the PTRS enhancement for 120kHz SCS, 480kHz SCS and/or 960kHz SCS, as well as DMRS enhancement for 480kHz SCS and/or 960kHz SCS. 

[bookmark: _Hlk79049376]Multi-PxSCH scheduling
When considering multi-PxSCH supporting multiple TBs, it can be noted that NR Rel-16 supports that feature already for PUSCH but not for PDSCH. The related functionality was defined as part of the NR-U work item. Based on the existing design, pusch-Config contains resource allocation for two to eight contiguous PUSCHs, and K2 indicates the slot where UE shall transmit the first PUSCH of the multiple PUSCHs. Each PUSCH has a separate SLIV and mapping type. The number of scheduled PUSCHs is signalled by the number of indicated valid SLIVs in the row of the pusch-TimeDomainAllocationList signalled in DCI format 0_1.

It makes sense to use multi-PUSCH scheduling defined in Rel-16 NR-U as the baseline for designing multi-PDSCH scheduling.​ Similar enhancements on HARQ process ID, MCS, RV and NDI fields in DCI Format 0_1 for multi-PUSCH scheduling in Rel-16 can be leveraged to DCI Format 1_1 to support multi-PDSCH scheduling in Rel-17. This is well inline with the agreement made in RAN1 #105-e. 

Agreement:
· Do not use fallback DCI (i.e., DCI formats 0_0 and 1_0) for multi-PDSCH/PUSCH scheduling.
· Use DCI format 0_1 to schedule multiple PUSCHs with a single DCI.
· Use DCI format 1_1 to schedule multiple PDSCHs with a single DCI.

The maximum number of TBs
The following agreement related to multi-PxSCH was made in RAN1 #104bis-e:
Agreement:
· The maximum number of PDSCHs that can be scheduled with a single DCI in Rel-17 is 8 for SCS of 480 and 960 kHz.
· FFS: Further restrictions for 480 kHz to 4
· FFS: A UE capability to select between 4 and 8 for 480 kHz SCS
· Note: Multi-PDSCH scheduling for the case of 120 kHz SCS is still FFS as per prior agreement. This case can be addressed after this FFS has been decided.
· The maximum number of PUSCHs that can be scheduled with a single DCI in Rel-17 is 8.
· FFS: Further restrictions for 120 kHz and 480 kHz SCS
· FFS: A UE capability to select between different values for 120 kHz and 480 kHz SCS

For first FFS point, we think that there is no need to define further restrictions for the maximum number of PDSCH/PUSCH that can be scheduled with 480 kHz.
· The SCS dependency seems artificial. Rel-16 PUSCH solution defined primarily for 30 kHz supports also up-to 8 PUSCH. It is also noted that number of PDSCH/PUSCH does not need to be the same as the minimum PDCCH monitoring periodicity.  
· We think that restriction for 480 kHz (to 4 slots) limits the scheduling flexibility and just introduces additional complexity in the specifications.
A logical consequence of supporting at maximum 8 PDSCH/PUSCH is that there is no need for UE capability between 4 and 8 slots for 480 kHz SCS.

[bookmark: _Hlk79048467]Proposal 1: The maximum number of PxSCH that can scheduled with a single DCI in Rel-17 is 8 also for 480 kHz SCS. All UEs need to support at maximum 8 PxSCH for both 480 kHz and 960 kHz SCSs.


TB repetition
The following was agreed in RAN1 #104-e:
Agreement:
· The followings will not be considered in this WI: 
· […]
· Single DCI to schedule N TBs (N>1) where a TB can be repeated over multiple slots (or mini-slots).
· Note: This does not imply that existing slot aggregation and/or repetition for PDSCH and PUSCH by single DCI is precluded for the serving cell. 

Based on the agreement, 60GHz scenario supports TB repetition for both PDSCH and PUSCH. 
· PUSCH supports both Repetition type A and Repetition type B. It supports also dynamic indication of the number of repetitions.
· PDSCH supports only Repetition type A, and only semi-static indication of the number of repetitions.
We think that support for indication of the number of repetitions also for PDSCH is a low hanging fruit, and it should be considered. It has very limited standardization impact, and it would increase the PDSCH multiplexing capabilities considerably. The signalling can be based on Rel-16 solution defined for PUSCH where the number of repetitions is configured with PUSCH-TimeDomainResourceAllocationList.

[bookmark: _Hlk79048478]Proposal 2: Consider dynamic indication of the number of repetitions also for PDSCH. 


Multi-PDSCH applicability for 120 kHz SCS

One of the open issues is support for multi-PDSCH scheduling for 120 kHz SCS. 
· It can be noted that the specification impact for supporting this option would be very small. At the same time, it could provide new opportunities e.g. for UE power saving (such as less frequent PDCCH monitoring). 
· The related question is that whether to support multi-PDSCH only for 60 GHz scenario, or for both FR2 and FR2x (60 GHz). We think that if multi-PDSCH scheduling is supported for 120 kHz SCS, it should be considered also for FR2.

[bookmark: _Hlk79048491]Proposal 3: Support multi-PDSCH also for 120 kHz SCS
· Consider multi-PDSCH also for FR2.

DCI design for multi-PxSCH: TDRA
The following agreements related to TDRA was made in RAN1 #105-e:

Agreement:
For TDRA in a DCI that can schedule multiple PDSCHs (or PUSCHs),
· A row of the TDRA table can indicate PDSCHs (or PUSCHs) that are in consecutive or non-consecutive slots.
· FFS: The maximum value of the gap between two consecutively scheduled PDSCHs or between two consecutively scheduled PUSCHs
· FFS: The maximum value of the gap between the first scheduled PDSCH and the last scheduled PDSCH or between the first scheduled PUSCH and the last scheduled PUSCH
· FFS: Details to introduce the gap between PDSCHs or between PUSCHs

Based on the agreement, TDRA functionality is similar between multi-PDSCH and multi-PUSCH. 
We propose to take TDRA defined for NR-U as the starting point for Rel-17 scenario (both PUSCH and PDSCH). It will avoid developing multiple solutions for the same problem. Furthermore, it allows to keep RRC configuration overhead at reasonable level. It can be noted that the number of unique SLIV combinations for allocated PxSCHs can be a large number. When supporting even a few SLIV options for each allocated PUSCH together with flexible allocation of PUSCHs, non-contiguous allocation results in a tremendous number of allocation options or rows in PUSCHTimeDomainAllocationListForMultiPxSCH. For example, with 8 SLIVs:
· All consecutive allocations with one or more slots can be addressed by 36 rows 
· All consecutive and non-consecutive allocations with one or more slots require 255 rows  

In order to support consecutive or non-contiguous allocation without increasing the configuration overhead too much, we propose to make it by means of the RateMatchPattern functionality defined for PDSCH in Rel-15. UE can be configured with one or multiple RateMatchPattern(s). When the reserved resources (given by the RateMatchPattern) overlap at least partially with allocated resource elements (i.e. contiguous slots), the corresponding slot(s) is counted as invalid slot(s). Figure 1 shows an example. 
· Multi-PxSCH collides with reserved resources for the 2nd slot. 
· The collided slot is considered as an invalid slot. 
· The transmission will be shortened accordingly
· Non-contiguous transmission covers contiguous HARQ processes. 
The rate matching approach would be also well inline with the following agreement made in RAN1 #105-e (i.e. the UE behaviour between reserved resources and the DL/UL resources indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated would be the same):
Agreement:
· If a PDSCH among multiple PDSCHs that are scheduled by a single DCI is collided with uplink symbol(s) indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated, the UE does not receive the PDSCH.
· FFS on how to handle HARQ-related issue for the PDSCH (e.g., HARQ process numbering)
· […]
· If a PUSCH among multiple PUSCHs that are scheduled by a single DCI is collided with downlink symbol(s) indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated, the UE does not transmit the PUSCH.
· FFS on how to handle HARQ-related issue for the PUSCH (e.g., HARQ process numbering)
· [..].
Invalid slot -approach can provide considerable saving in the TDRA size or, alternatively, increase the TDRA flexibility for the same DCI overhead:
· RateMatchPattern is configured semi-statically, saving the dynamic signalling 
· The pattern is considerably longer than the time span of TDRA. The pattern can include reserved resources for several periodic signals with different periodicities. To cover the reserved resources with such long periodicity simply by adding corresponding TDRA rows would require a large number of TDRA rows even for a single number and timing of scheduled PDSCHs. The overhead of TDRA table is increased even further when scheduling of different number of PDSCHs is supported.

[bookmark: _Hlk79048544]Proposal 4: For TDRA, PUSCHTimeDomainAllocationListForMultiPxSCH indicates only contiguous slots.
· Non-contiguous TDRA is indicated by means of slot-level gap. No support of sub-slot gaps.
· Invalid slots are determined based on RateMatchPattern(s). 
· RateMatchPattern(s) can be defined also for UL.
· Non-contiguous transmission covers contiguous HARQ processes.


[image: ]
Figure 1. Example of slot dropping with contiguous PUSCHTimeDomainAllocationListForMultiPxSCH.

DCI design for multi-PxSCH: other fields
The following agreement related to TDRA was made in RAN1 #104bis-e:
Agreement:
For a DCI that can schedule multiple PDSCHs,
· MCS for the 1st TB: This appears only once in the DCI and applies commonly to the first TB of each PDSCH
· NDI for the 1st TB: This is signaled per PDSCH and applies to the first TB of each PDSCH
· RV for the 1st TB: This is signaled per PDSCH, with 2 bits if only a single PDSCH is scheduled or 1 bit for each PDSCH otherwise and applies to the first TB of each PDSCH
· HARQ process number: This applies to the first scheduled PDSCH and is incremented by 1 for subsequent PDSCHs (with modulo operation, if needed)
· FFS:
· MCS/NDI/RV for the 2nd TB for each PDSCH, including whether scheduling of the 2nd TB for each PDSCH can be supported or not
· Details of resource allocation related fields such as VRB-to-PRB mapping, PRB bundling size indicator, rate matching indicator, and ZP CSI-RS trigger
· Whether/how to signal CBGFI/CBGTI if CBGFI/CBGTI is supported for multi-PDSCH scheduling
· Details of fields that are common with multi-PUSCH scheduling, e.g., TDRA, FDRA, priority indicator, including potential enhancements

For first FFS point, we think that it’s not a typical scenario for 60 GHz band to have two TBs for multi-slot PxSCH scheduling.
· Single TB can support up-to four spatial layers
· We don’t expect that when using 480 kHz or 960 kHz SCS, there is need for rank>4
· If rank>4 is needed, it’s enough to support it only according to slot based operation.
On the other hand, given the fact that many companies see the value of rank>4 and supporting this feature is a UE capability, we don't see a need to introduce restrictions in the spec.
[bookmark: _Hlk79048561]Proposal 5: Support two TBs with multi-slot PxSCH.


We consider FDRA and frequency hopping enhancements as optimization. There seem to be lack of clear justification/problem behind those enhancements. 
· For example, the gain of increasing the RGB size is very limited. Furthermore, the allocation granularity reduces accordingly. 
· We expect that the scenario behind 480 kHz and 960 kHz is primarily high data rate and contiguous resource allocation. The gain of frequency hopping is very limited in this scenario (especially when considering inter PUSCH FH). 
At the same time, we think that support for frequency hopping would be considerable effort in 3GPP. We think that there are more urgent topics to discuss for the limited time window of the current WI. 
For CBGTI, the following agreement was made in RAN1 #105-e. 
Agreement:
· At least for 120 kHz SCS, for a DCI that can schedule multiple PUSCHs and is configured with the TDRA table containing at least one row with multiple SLIVs,
· If CBG-based (re)transmission is configured, CBGTI field is not present when more than one PUSCHs are scheduled, but is present when a single PUSCH is scheduled, as in Rel-16.
· FFS:
· For 480/960 kHz SCS, whether to apply the same behavior with 120 kHz SCS or not to support CBGTI field configuration in the DCI that can schedule multiple PUSCHs
· For a DCI that can schedule multiple PDSCHs and is configured with the TDRA table containing at least one row with multiple SLIVs, whether/how to configure CBGTI/CBGFI fields

For the FFS points, we don’t see a need to optimize the feature for multi-PxSCH scenarios. The performance benefit with short slot duration is unclear while the complexity increase is expected to be non-negligible. Based on that, we think that for 480/960 kHz PUSCH and for 120/480/960 PDSCH, there is no need to support configuration of the CBGTI/CBGFI fields. 
For URLLC, we think that a single URLLC priority should be assigned to a single DCI. This means that the same value is applied for all granted PUSCHs with the same DCI. 
For CSI-request we think that Rel-16 behaviour where the PUSCH that carries the AP-CSI feedback is the first PUSCH that satisfies the multiplexing timeline can be applied here. When a DCI schedules M PUSCHs, the PUSCH that carries the aperiodic CSI feedback is M-th scheduled PUSCH for M <= 2, or (M-1)-th scheduled PUSCH for M > 2.  


[bookmark: _Hlk79048570]Proposal 6: For other multi-PxSCH enhancements:
· FDRA enhancements and frequency hopping enhancements are considered as secondary topics for multi-PxSCH transmission and they are considered only if time allows.
· No support for inter-slot frequency hopping. 
· For 480/960 kHz PUSCH and for 120/480/960 PDSCH, there is no need to support configuration of the CBGTI/CBGFI fields 
· For URLLC related fields, one value of each field is applied for all scheduled PUSCHs
· The PUSCH that carries the AP-CSI feedback, the same solution adopted in Rel-16 NR-U multi-PUSCH scheduling is reused. ​

HARQ-ACK feedback enhancements
HARQ-ACK feedback timing
During RAN1#104-e and RAN1#104bis-e HARQ-ACK feedback timing for multi-PDSCH DCIs was discussed. The following agreement was made in RAN1 #104-e:
Agreement:
· For a DCI scheduling multiple PDSCHs, HARQ-ACK information corresponding to PDSCHs scheduled by the DCI is multiplexed with a single PUCCH in a slot that is determined based on K1,
· where K1 (indicated by the PDSCH-to-HARQ_feedback timing indicator field in the DCI or provided by dl-DataToUL-ACK if the PDSCH-to-HARQ_feedback timing indicator field is not present in the DCI) indicates the slot offset between the slot of the last PDSCH scheduled by the DCI and the slot carrying the HARQ-ACK information corresponding to the scheduled PDSCHs.
· It is noted that granularity of K1 can be separately discussed.
· FFS: If needed, further discuss whether or not HARQ-ACK information corresponding to different PDSCHs scheduled by the DCI can be carried by different PUCCH(s)

The impact of HARQ-ACK feedback timing to HARQ round trip time needs to be considered when designing the HARQ-ACK feedback timing. Especially in the case of multi-PDSCH scheduling and longer processing times (relative to the symbol duration), there is risk of HARQ process starvation cutting down the achievable peak throughput. This is illustrated in Figure 6 (Section 4), where scheduling is shown for 960 kHz SCS and PDCCH monitoring occasions every 8th slot. UE reports HARQ-ACKs for all scheduled PDSCHs on a single PUCCH after the last scheduled PDSCH as agreed in RAN1#104e. PDSCH processing time is assumed to be 80 symbols for 960 kHz SCS as we propose in this contribution. In Figure 2, three different cases are illustrated:
· In the case of 16 HARQ processes and 80 symbol PDSCH processing time, there is insufficient processing time for gNB before PDCCH on slot #16. Hence, gNB cannot schedule PDSCHs for UE for slots #16…#23, which in turn results throughput cut down by 1/3.
· The case of 32 HARQ processes is also shown, and as discussed earlier, 32 HARQ processes is enough to avoid HARQ starvation.
· In RAN1#104e, it was left for further study whether the HARQ-ACK feedback for different PDSCHs of multi-PDSCH scheduling can be transmitted in different PUCCHs. An example of that is also shown in Figure 2, where the HARQ-ACK feedback is transmitted over two PUCCHs. The first PUCCH carries HARQ-ACK feedback for slots #0-#3 and the second PUCCH carries HARQ-ACK feedback for slots #4-#7. It can be noted that the arrangement reduces the HARQ process starvation considerably. When compared to the baseline solution for 16 HARQ processes, the peak throughput can be increased close to 25%, depending on the number of symbols consumed by the PUCCHs. (In the time frame of 24 slots, 20 PDSCHs can be transmitted instead of 16 PDSCHs).   

The timing, resource and HARQ feedback content for the two PUCCHs triggered by the same multi-PDSCH DCI can be determined in a rather simple way:
· Number of PUCCH transmissions: A threshold value N can be configured for the transmission of the second PUCCH. When at most N PDSCHs are scheduled by the multi-PDSCH, only single PUCCH is transmitted. When more than N PDSCHs are scheduled, two PUCCHs are transmitted. 
· PUCCH timing: The same K1 value can be used for the both PUCCHs. The first PUCCH occurs K1 slots after the Nth PDSCH and carries HARQ-ACK feedback for the first N PDSCHs. The second PUCCH occurs K1 slots after the last scheduled PDSCH and carries HARQ feedback for the remaining PDSCHs. 
· PUCCH resource: The same PRI value is used for the both PUCCHs 
· DAI: simplest solution is to introduce separate DAI fields for both UCI transmissions to multi-PDSCH DCI. For other DCIs, there is no need to change DAI fields. 
Obviously, more flexibility can be supported by extending DCI, e.g., by providing two K1 or PRI fields.

Based on discussion above, we see that the support for up to two PUCCHs per single multi-PDSCH DCI is feasible. We see it also necessary if only 16 HARQ processes are supported to reduce HARQ process starvation. However, if the number of DL HARQ processes is sufficiently increased, we see that single PUCCH per multi-PDSCH DCI is enough. 

[bookmark: _Hlk79048578]Proposal 7: If up to 32 DL HARQ processes are supported for 960 kHz SCSs, it is enough to support single transmission of HARQ feedback per multi-PDSCH DCI. 
If only 16 DL HARQ processes are supported for 960 kHz SCS, HARQ information for multi-PDSCH DCI can be carried by up to two PUCCHs to reduce HARQ process starvation
· When DCI schedules more than N PDSCHs, where N is configurable, the HARQ-ACK feedback for the scheduled PDSCHs is transmitted over two slots.
[image: ]

[bookmark: _Ref71102909]Figure 2. HARQ-ACK timing options with multi-PDSCH scheduling

Type 2 codebook enhancements
Type 2 HARQ-ACK codebook determination for multi-PDSCH scheduling was considered in RAN1-104e with the following agreement:
Agreement:
For generating type-2 HARQ-ACK codebook corresponding to DCI that can schedule multiple PDSCHs, the following alternatives can be considered to DAI counting and will be down-selected in RAN1#104bis-e.
· Alt 1: C-DAI/T-DAI is counted per DCI.
· Alt 2: C-DAI/T-DAI is counted per PDSCH.
· Alt 3: C-DAI/T-DAI is counted per M scheduled PDSCH(s), where M is configurable (e.g., 1, 2, 4, …).
· FFS: Codebook generation details
· FFS: How to signal DAI values (e.g., increase of DAI bits for Alt 2 and Alt 3)
· FFS: Whether to apply time domain bundling of HARQ-ACK feedback
In RAN1-105e, the alternatives were clarified further with agreements:

Agreement:
If Alt 1 (C-DAI/T-DAI is counted per DCI) is adopted for generating type-2 HARQ-ACK codebook corresponding to a DCI that can schedule multiple PDSCHs, 
· At least two sub-codebooks are generated for a PUCCH cell group where 
· The first sub-codebook is for the following cases: 
· Any DCI that is not configured with CBG-based scheduling and is configured with TDRA table containing rows each with a single SLIV
· Any DCI that is not configured with CBG-based scheduling and is configured with TDRA table containing at least one row with multiple SLIVs and schedules only a single PDSCH
· The second sub-codebook is for the following case: 
· Any DCI that is configured with TDRA table containing at least one row with multiple SLIVs and schedules multiple PDSCHs 
· FFS: Methods (if needed) to align the size of HARQ-ACK feedback corresponding to different DCIs
· FFS: Whether HARQ-ACK bits for 2 PDSCHs scheduled by this DCI can be included in the first sub-codebook in some cases
· FFS: SPS PDSCH release, SCell dormancy indication without scheduled PDSCH
· FFS: 2 or 3 sub-codebooks if CBG is configured for a serving cell in the PUCCH cell group
· FFS: impact of time domain bundling, if supported, e.g., the number of sub-codebooks including single codebook if all A/N bits are bundled into a single bit per DCI

Agreement:
If Alt 2 (C-DAI/T-DAI is counted per PDSCH) is adopted for generating type-2 HARQ-ACK codebook corresponding to a DCI that can schedule multiple PDSCHs, 
· PDSCH(s) scheduled by a single DCI is counted firstly, serving cell(s) in the same PUCCH cell group and same PDCCH monitoring occasion is counted secondly, and PDCCH monitoring occasion(s) is counted thirdly.
· The bit width of counter DAI field in fallback DCI (i.e., DCI formats 0_0 and 1_0) remains the same as in Rel-15 NR.
· Note: The DAI bit width and number of sub-codebooks shall ensure that at most 3 consecutive missed DCIs can be resolved, same as in Rel-15/16 NR 
· This shall not impose additional gNB’s scheduling restriction.
· In case where CBG retransmission is not configured for any serving cell in a same PUCCH cell group, the number of bits for each of counter DAI and total DAI in non-fallback DCI is extended (if needed) at least based on 
· The number of SLIVs associated with the row indexes in TDRA table 
· FFS: details
· FFS: the case with configuration of CBG retransmission
· FFS: the number of sub-codebooks
· FFS: for the UE indicating by type2-HARQ-ACK-Codebook support for more than one PDSCH reception on a serving cell that are scheduled from a same PDCCH monitoring occasion

The alternatives are illustrated in Figure 3 when UE is scheduled on 2 carriers, both configured for multi-PDSCH scheduling up to 8 PDSCHs. It can be seen that Alt 1 (or Alt 3 with M=8) results in the largest codebook but can operate with 2-bit DAI. On other hand, Alt 2 (or Alt 3 with M=1) provides the smallest codebook aligned with the number of actually scheduled PDSCHs but requires DAI of 5 bits (  ) to tolerate failed detection of 3 consecutive DL assignments. Alt 3 with M = 4 can be seen to provide trade-off between Alt 2 and Alt 3: it requires 3-bit DAI but provides clearly smaller codebook than Alt 1 (or Alt 3 with M =8). At same time, it should be noted that Alt 2 increases DCI overhead 6 bits more than Alt. 1 due to additional 3 bits required for both cumulative and total DAI.

[image: ]
Figure 3. Alternatives for DAI counting with multi-PDSCH DCI. In the figured, up to 8 PDSCHs can be scheduled by the multi-PDSCH DCI.
Comparison of DAI and HARQ codebook overheads is shown below when UE is scheduled with two DCIs and with up to 8 slot multi-PDSCH scheduling per DCI. 1 HARQ-ACK is reported per PDSCH and one DL serving cell is assumed.
	
	Alt 1 (Alt 3 M=8)
	Alt 2 (Alt3 M=1)
	Alt 3 M=2
	Alt 3 M=4

	DAI overhead
	2*2+2*2 bits
	2*5+2*5 bits
	2*4+2*4 bits
	2*3+2*3 bits

	HARQ codebook size
	16 bits
	2~16bits
	4~16 bits
	8~16bits



During RAN1-104bis-e, the DAI operation and overhead as well as HARQ-ACK codebook generation were discussed for each alternatives with clarifying conclusions. We present our summary of the alternatives on Table 1. On the table, 
· N is the configured maximum number of PDSCHs schedulable by single DCI 
· We assume that DAI field has equal size in the DL DCIs contributing to the same codebook/sub-codebook. 
· We assume that a separate sub-codebook is used for DCIs providing multi-PDSCH scheduling for all alternatives. We do not consider CBG-based transmission on the table below.

Table 1. Summary of DAI operation alternatives for multi-PDSCH DCI
	
	Alt. 1
	Alt. 2
	Alt. 3

	C-DAI/T-DAI counting
	DAI counted per DCI
	DAI counted per PDSCH
	DAI counted per M PDSCHs, M configurable in range 1…N 

	DAI overhead in DL DCI
	Remains unchanged
	DAI bit-width increased by log2(N) for all DL DCIs
	DAI bit-width increased by  for all DL DCIs

	T-DAI overhead in UL DCI
	Increased with new T-DAI field of 2 bits
	Increased with new T-DAI field of 2 + log2(N) 
	Increased with new T-DAI field of 2 + bits

	Codebook size
	Increased: For multi-PDSCH DCIs only, N HARQ-ACKs reported per DAI increment
	Remains unchanged
	Increased: For multi-PDSCH DCIs only, M HARQ-ACKs reported per DAI increment



It is clear that Alt. 1 minimises DCI increase at price of larger UCI increase, Alt. 2 avoids UCI increase at price of larger DCI increase, while Alt. 3 provides a configurable trade-off between these alternatives. Due to its flexibility, we propose Alt. 3. If Alt. 3 is not supported, our preference is Alt. 1 over Alt. 2 due to high and inflexible DCI increase of Alt. 2.

[bookmark: _Hlk79048591]Proposal 8: Alt.3 is supported, that is, C-DAI/T-DAI is counted per M scheduled PDSCH(s), where M is configurable. In case Alt. 3 is not supported, Alt. 1 is supported. 

Proposal 9: In case of Alt. 3, number of DAI bits is determined based on the configured M value and the maximum number of schedulable PDSCHs. 

The use of a sub-codebook for a DCI scheduling multiple PDSCHs was discussed in RAN1#105e. In the case of Alt.2, the number of sub-codebooks remained open. However, it was agreed that “the bit width of counter DAI field in fallback DCI (i.e., DCI formats 0_0 and 1_0) remains the same as in Rel-15 NR” while “the DAI bit width and number of sub-codebooks shall ensure that at most 3 consecutive missed DCIs can be resolved, same as in Rel-15/16 NR” without imposing additional gNB’s scheduling restrictions. We see that this can be achieved only by supporting separate sub-codebooks for multi-PDSCH scheduling and single-PDSCH scheduling. 

[bookmark: _Hlk79048607]Observation 1: In case of Alt. 2, separate sub-codebooks are needed for multi-PDSCH scheduling and single-PDSCH scheduling to maintain Rel-15/16 resilience against missed DCIs with 2-bit DAI field in fallback DCIs without gNB scheduling restrictions. 

Separate sub-codebooks are used with Alt.1 to reduce the overall codebook size. Some issues related to the sub-codebooks remained open for further study:
· One open issue is the alignment of the size of HARQ-ACK feedback corresponding to different DCIs on the second sub-codebook containing HARQ-ACK for multi-PDSCH scheduling. There may be need for such alignment in the case that UE is configured with multiple serving cells each supporting multi-PDSCH scheduling with a different maximum number of PDSCHs schedulable by single DCI. This can be solved by using the maximum number of schedulable PDSCHs over all serving cells to determine the number of reported HARQ-ACKs per DAI increment.  
· We do not see any need to further optimise the design e.g. by allowing HARQ-ACK bits for 2 PDSCHs scheduled by the same DCI to be included in the first sub-codebook intended for single PDSCH per DCI scheduling. 
· One of the open aspects is the number of sub-codebooks that can be simultaneously supported. This relates to the situation where CBG-based scheduling is configured for a serving cell in the PUCCH cell group. Increasing the number of sub-codebooks and independent DAI countings increases the risk that an error occurs in the determination of overall codebook, especially when one of the sub-codebooks contains HARQ-ACK feedback for only one DCI. It also increases the number of T-DAI fields in the UL DCI. We do not see this attractive and would not increase the number of sub-codebooks any further. This is achieved by agreeing that HARQ-ACK reporting for CBG-based scheduling and multi-PDSCH scheduling is not supported simultaneously by UE on the serving cells in the same PUCCH cell group. This is a straightforward solution introducing rather modest scheduling limitation. Another alternative is that HARQ-ACK feedback for both multi-PDSCH DCI and CBG-based scheduling (on another cell) form a joint sub-codebook. We do not see this to provide sufficient benefits given the additional complexity and specification effort.

Yet another open issue discussed is support for time domain bundling of HARQ feedback. When the time domain bundling is limited to PDSCHs scheduled by the same DCI, time domain bundling supports partial HARQ-ACK feedback compression without risk for new NACK/DTX-to-ACK error cases. Further, the level of HARQ-ACK feedback compression can be adjusted by performing the bundling over HARQ-ACK(s) for M consecutive PDSCHs scheduled by the same DCI. When the number of scheduled PDSCHs, N, is not multiple of M, the last bundling can be performed over the HARQ-ACK(s) for the remainder of N/M PDSCHs. In the case that all HARQ-ACK(s) are bundled into a single bit per DCI, there is no need for separate sub-codebooks for multi-PDSCH and single-PDSCH scheduling. Single sub-codebook is sufficient.     

[bookmark: _Hlk79048618]Proposal 10: HARQ-ACK reporting for CBG-based scheduling and multi-PDSCH scheduling is not supported simultaneously by UE on the serving cells in the same PUCCH cell group.

Proposal 11: Configurable time domain bundling of HARQ-ACK feedback over M consecutive PDSCHs scheduled by the same DCI is supported. In the case that all HARQ-ACK(s) are bundled into a single bit per DCI, single sub-codebook is used. 

Type 1 codebook enhancements
Necessary modifications for Type-1 codebook were also discussed in RAN1#105-e, with following agreement:  
Agreement: 
For enhancements of generating type-1 HARQ-ACK codebook corresponding to DCI that can schedule multiple PDSCHs, the set of candidate PDSCH reception occasions corresponding to a UL slot with HARQ-ACK transmission is determined based on a set of DL slots and a set of SLIVs corresponding to each DL slot belonging to the set of DL slots.
· The set of DL slots includes all the unique DL slots that can be scheduled by any row index r of TDRA table in DCI indicating the UL slot as HARQ-ACK feedback timing.
· The set of SLIVs corresponding to a DL slot (belonging to the set of DL slots) at least include all the SLIVs that can be scheduled within the DL slot by any row index r of TDRA table in DCI indicating the UL slot as HARQ-ACK feedback timing.
· [bookmark: _Hlk79088767]FFS: details of further pruning of the set of SLIVs
· FFS: impact if receiving more than one PDSCH in a slot is allowed, e.g., handling of overlapped SLIVs from different rows in the same and different DL slot
· FFS impact of time domain bundling, if supported

When considering the FFS points, 
· we do not see that scheduling of multiple PDSCHs per slot would be frequently used simultaneously with multi-PDSCH scheduling or that Type-1 codebook should be optimised for that. 
· Pruning of the set of DL slots against colliding UL symbols indicated by tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated would mean that a DL slot is removed from the set of DL slots if PDSCHs on all combinations of TDRA rows and HARQ-ACK feedback timing values for that DL slot overlap with at least one UL symbol. Such pruning needs to be done separately for each HARQ-ACK transmission (or throughout the period of the UL/DL pattern) and, hence, complicates the CB determination. On other hand, such pruning can reduce the CB size considerably. As the pruning is supported for Rel-16 CB, we see that it can be extended also for multi-PDSCH scheduling.
· As discussed with Type 2 CB, time domain bundling can be attractive way to flexibly reduce CB size: the level of HARQ-ACK feedback compression can be adjusted by performing the bundling over HARQ-ACK(s) for M consecutive PDSCHs scheduled by the same DCI, where M is a configuration parameter. When considering thetime domain bundling impact on the CB determination:
· One specific case is when all HARQ-ACK(s) are bundled into a single bit per DCI. In that case, it is natural to select one SLIV from the corresponding TDRA row for the reported bit. When the last SLIV of the row is selected, the TDRA table used in CB determination reduces to the Rel-16 TDRA table. Correspondinly, Rel-16 Type 1 CB determination can be basically used. 
· This can be extended to the case when partial bundling over M PDSCHs producing multiple HARQ-ACK bits per DCI is used. In case that partial bundling produces N HARQ-ACK bits for a specific TDRA row, N last SLIVs are used for the N bits. In other words, TDRA table is modified by removing all SLIVs expect the last N SLIVs per row, and the modified TDRA table is then used to determine the set of DL slots (as described in RAN1#105e agreement). This is illustrated in Fig. 4 for TDRA table with rows for 1, 2, 4, and 8 PDSCHs and K1 values {1, 2, 3, 4, 5}. Bundling is performed over up to 4 PDSCHs. It can be noted that bundling results CB size of 6, while CB size is 12 without bundling. Further, TDRA with single PDSCH scheduling and 5 K1 values results CB size of 5.   
· In case of time domain bundling, it is not sensible to apply pruning against UL symbols in tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated. 

[bookmark: _Hlk79048643]Proposal 12: For Type-1 codebook,
· Pruning of the set of DL slots against UL symbols in tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated is supported
· Receiving of only one PDSCH in a slot is supported on serving cells with multi-PDSCH scheduling configured 
· Time domain bundling, including configurable partial bundling of HARQ-ACKs is supported by selecting the last SLIV(s) of TDRA row for bundled HARQ-ACK bit(s). 
[image: ]
Figure 4. HARQ-ACK time domain bundling over 4 PDSCHs in Type 1 codebook determination. 
Time line related aspects
The time line related objective in the revised WID [1] is:
· Time line related aspects adapted to 480kHz and 960kHz, e.g., BWP and beam switching timeing, HARQ timing, UE processing, preparation and computation timelines for PDSCH, PUSCH/SRS and CSI, respectively. 
The following agreements related to timelines were made in RAN1 #104-e:
Agreement:
Further study at least the following aspects of timelines to support both single PDSCH/PUSCH and multi-PDSCH/PUSCH scheduling for NR operation in 52.6 GHz to 71 GHz. 
· Time unit and applicability to selected timelines
· Value and/or range of value
· Potential impact on UE capability

Agreement:
· The following UE processing timelines are prioritized for discussion
· PDSCH processing time (N1), PUSCH preparation time (N2), HARQ-ACK multiplexing timeline (N3)
· configuration(s)/default values of k0 (PDSCH), k1 (HARQ), k2 (PUSCH)
· CSI processing time, Z1, Z2, and Z3, and CSI processing units
· Note: the order of the above sub-bullets represents the priority for discussion in descending order
· Companies are encouraged to provide preferred values/ranges of timelines for discussion

The following agreement related to timelines were made in RAN1 #104bis-e:
Agreement:
A model-based approach is not used to derive the timelines for single PDSCH/PUSCH and multi-PDSCH/PUSCH scheduling for NR operation in 52.6 GHz to 71 GHz.

Two approaches to define PDSCH/PUSCH processing times for 480 kHz and 960 kHz SCSs
It makes sense to take the existing UE capabilities defined for 120 kHz SCS as the starting point. NR Rel-16 defines minimum processing times for 120 kHz SCS as 
· minimum PDSCH processing time = 20 OFDM symbols
· minimum PUSCH preparation time = 36 OFDM symbols. 

There are two extreme approaches to deal with the processing times for 480 kHz and 960 kHz SCS, shown in Table 2:
· Approach 1: Minimum processing times are constant in units of symbols for all SCSs. 
· Approach 2: The absolute processing time is the same for all SCSs.

Table 2. Minimum processing times in OFDM symbols for 120 kHz, 480 kHz and 960 kHz SCSs based on extreme approaches 1 & 2.
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It is clear that Approach 1 would result in very tough UE processing requirements, while Approach 2 would either considerably increase the amount of HARQ processes needed or reduce the data rate due to HARQ process starvation. 
PDSCH scheduling with 16 HARQ processes is shown in Figure 6, where scheduling is shown for 960 kHz SCS and PDCCH monitoring occasions every 8th slot. UE reports HARQ-ACKs for all scheduled PDSCHs on a single PUCCH after the last scheduled PDSCH. PDSCH processing time is assumed to be 50 % of PDSCH processing time with 120 kHz SCS, that is, 80 symbols (of 960 kHz SCS). This leaves insufficient processing time for gNB before PDCCH on slot #16. Hence, gNB cannot schedule PDSCHs for UE for slots #16…#23, which in turn results throughput cut down by 1/3.

[image: ]
Figure 6. Possible HARQ starvation faced with multi-PDSCH scheduling.


Based on example shown in Figure 6, HARQ starvation can be avoided only if all of the following components: UE processing, UCI transmission and gNB processing can be made in 8 slots. This would require that PDSCH can be processed in ~4 slots (i.e. 52 OFDM symbols). Based on the discussion in RAN1 #104-e, this seems to be quite challenging for the UE vendors (i.e. it is quite close to Approach 1 shown in Table 2). The situation would be even more difficult for PUSCH where the UE processing time is larger than that of PDSCH. 

Based on the discussion above, in order to reach reasonable processing times, we propose to increase the number of HARQ processes from 16 to 32. This applies to the cases with 480 kHz and 960 kHs SCS (but not for 120 kHz SCS). 

[bookmark: _Hlk68078400]Proposal 13: Increase the maximum number of DL and UL HARQ processes from 16 to 32, for 480 kHz and 960 kHz SCSs.

Processing times with 32 HARQ processes
[bookmark: _Hlk53744437]Figure 7 shows an example for the UE and gNB processing times in a multi-PDSCH scenario. We propose to select the processing time requirements in such that 32 HARQ processes are enough for achieving contiguous DL (or UL) transmission. In the DL side, this would require that the following delay components can be managed in 24 slots (for 960 kHz SCS):
· PDSCH processing time; and
· UCI transmission; and 
· gNB processing time for UCI detection and PDSCH preparation including (re-)scheduling time.
Assuming that UCI transmission takes one slot and gNB processing takes 16 slots, there would be roughly 7 slots available for PDSCH processing time. This corresponds to 7x14=98 OFDM symbols at 960 kHz SCS. On the other hand, in order to reach sufficient latency performance, we should aim at slightly more ambitious target for PDSCH processing. Based on that, we propose 80 OFDM symbols as a target for 960 kHz SCS.
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[bookmark: _Hlk67561540]Figure 7. Example for multi-PDSCH scheduling with 32 HARQ processes, 960 kHz SCS.

Figure 8 shows an example for the UE and gNB processing times in a multi-PUSCH scheduling scenario (960 kHz SCS). In order to survive with 32 HARQ processes the following delay components should be doable in 24 slots:
· UE processing: PDCCH (incl. PDCCH duration & processing) and PUSCH preparation; and
· gNB processing: gNB processing time for PUSCH, including (re-)scheduling time. 
Assuming that gNB processing takes 16 slots, there would be roughly 8 slots available for the UE processing. Taking into account timing advance and the CORESET duration (up-to 3 OFDM symbols), PUSCH preparation would need up-to 8x14-4=108 OFDM symbols at 960 kHz SCS. 


[image: ]
Figure 8. Example for multi-PUSCH scheduling with 32 HARQ processes, 960 kHz SCS.


Table 3 shows the proposed minimum processing times for the case when 32 HARQ processes are used for 480 kHz and 960 kHz SCSs. Processing times for 960 kHz are based on the examples shown in Figure 7 and Figure 8, and we propose the same values for 480 kHz SCS in terms of milliseconds.  
Table 3. Proposed processing times for PDSCH and PUSCH
[image: ]

[bookmark: _Hlk79048723][bookmark: _Hlk68078418]Proposal 14: Consider proposing times shown in Table 3 for PDSCH and PUSCH. 

CSI computation delay: Z1, Z2 and Z3:
In Rel-15, CSI computation delay Z1, Z2 and Z3 are defined with the consideration of PDCCH decoding and corresponded CSI-RS reception/CSI calculation. This has close relation with scheduling period as well as reference signal structure. It is obvious that the CSI computation delay shall be updated for the newly introduced subcarrier spacings. 
For Z1, it is similar to the case of PUSCH preparation time, which is related to the PDCCH decoding time, PUSCH encoding time and timing advance. In addition to PUSCH preparation time, CSI processing time is added. Regarding to the PDCCH decoding time, it is tightly related to the maximum number of BD/CCE limit to be determined. Thus, without determination of PDCCH decoding related parameter, it is premature to discuss. Thus we propose to defer the discussion of CSI computation delay after completion of PDCCH decoding capability.  
[bookmark: _Hlk79048672][bookmark: _Hlk61849149]Observation 2: CSI computation delay has relation with PDCCH decoding complexity including BD/CCE limt.  
[bookmark: _Hlk66733201][bookmark: _Hlk68078432]Proposal 15: Consider CSI computation delay parameters for new SCSs only after determination of BD/CCE limit for new SCSs. 

CSI processing units:
CSI processing unit (CPU) is the UE capability for simultaneous CSI calculations which is indicated as . This is related to channel variation or UE mobility rather than scheduling/subcarrier spacings. There is no reason to increase the frequency of CSI reporting or rule for calculation of CSI occupancy. In Rel-15,  is independent from numerology, and the existing specification can be reused for 480kHz and 960kHz SCS.  

[bookmark: _Hlk61849163][bookmark: _Hlk61849173]Observation 3: Rel-15/16 schemes for CPU can be reused for 480kHz and/or 960kHz SCS. 

Additional processing timelines:
The following agreements related to the additional timelines were made in RAN1 #104-e:
Agreement: 
FFS: The need for enhancements and standardization, of the following additional processing timelines:
· UE PDSCH reception preparation time with cross carrier scheduling with different subcarrier spacings for PDCCH and PDSCH
· SRS, PUCCH, PUSCH, PRACH cancellation with dynamic SFI
· ZP CSI Resource set activation/deactivation
· Application delay of the minimum scheduling offset restriction
· timing aspects related to cross carrier operation

We think that additional processing timelines should be discussed only after reaching agreement on the PDSCH/PUSCH processing times. Based on that, we make the following proposal:
[bookmark: _Hlk68078441]Proposal 16: Deprioritize the discussion on the additional processing timelines below.
· UE PDSCH reception preparation time with cross carrier scheduling with different subcarrier spacings for PDCCH and PDSCH
· SRS, PUCCH, PUSCH, PRACH cancellation with dynamic SFI
· ZP CSI Resource set activation/deactivation
· Application delay of the minimum scheduling offset restriction
· timing aspects related to cross carrier operation

PTRS enhancements
CP-OFDM
The following agreement was made in RAN1 #104bis-e:

Agreement:
· In Rel-17, for NR operation in 52.6 – 71 GHz, conclude that increased PTRS frequency density is not supported for CP-OFDM at least for Rel-15 PTRS pattern when the allocated number of RB > 32​
· Companies are encouraged to study whether to increase PTRS frequency density for small RB allocations for CP-OFDM for NR operation in 52.6 to 71 GHz with respect to phase noise compensation performance​
· CPE and ICI PN compensation​
· Note: Results for CPE compensation-only are to be reported for reference​
· (K = 0.5, L = 1), (K = 1, L = 1), (K = 2, L = 1),​
· Note: PTRS per K number of PRBs, and PTRS every L number of OFDM symbols​
· Number of RBs: 8, 16, 32​
· Other values of K and number of RBs are not precluded ​
· Study on other aspects of potential PTRS enhancement (e.g., decreased PTRS frequency density) is not precluded

In Rel-15/16, PTRS can occur in every PDSCH symbol, and the frequency-domain granularity can be either every second PRB (K=2) or every fourth PRB (K=4) (according to the Table 5.1.6.3-2 in [6] copied below). The PTRS configuration is chosen based on bandwidth and MCS, where the bandwidth and MCS thresholds are indicated by PTRS-DownlinkConfig. The time-domain PTRS (symbol) density depends on MCS, while the frequency-density depends on bandwidth, so that the highest bandwidth has frequency density K=4 (according to the Tables 5.1.6.3-1 and 5.1.6.3-2 in [6] copied below). 
[image: ]
[bookmark: _Hlk79048853][bookmark: _Hlk61849201]Observation 4. Existing PTRS configurations provide good allocation flexibility to achieve good performance for any bandwidth, SCS, or MCS.

PTRS density for small PRB allocations: 
Here we consider the remaining aspect of small PRB allocations. In the results herein, we assume that PTRS is in every PDSCH symbol (L=1), because it can be configured in such a manner for each case, and single-symbol DMRS is used (in 3rd symbol) In these simulations, number of data bits remains the same, while the number of TX bits is reduced when K is decreased, i.e., the coding rate is increased. The code rates for different simulated cases are shown in Table 4.
Table 5 below compares the performance for PTRS densities K=2, K=1, and K=0.5 for small allocations 32PRBs, 16PRBs. and 8PRBs when either CPE compensation is used or ICI compensation with different de-ICI filter lengths (2*u+1) [5]. It is observed that for QPSK, increasing frequency density to K=1 provides max. 0.3dB gain for PRB=8, but no gain for any larger allocation. It is obvious that for each frequency density and modulation, the optimal PN compensation method can be adjusted. For 16QAM, we observe no gain for any small allocation. For 64QAM, we see a minor benefit of max. 0.3-0.4dBs for 8PRBs and 32PRBs if K=1, then about max. 1dB for 16PRBs if u=2 and about 0.8dB if u=1. 
However, since using such low allocations with high MCSs is not the most relevant case in practice, and some gains are observed in only very limited few cases, we do not see any point in providing extra specification burden here. Note that based on agreements in RAN4#98bis and RAN4#99 meetings, the minimum bandwidth for SCS=120kHz is defined as 100MHz, and 52.6-71GHz is mostly based on RF beamforming in practice. Thus, using such small PRB allocations can be regarded as an extreme corner case.
[bookmark: _Hlk79048809]Observation 5. Considerable benefit from increasing PTRS density to K=1 is observed only in a single case when high-order modulation is used and PRBs=16 and ICI compensation is used.
Observation 6. No gain is achieved using K=0.5.
Observation 7. Using small PRB allocations with high MCSs is a corner case and should not be considered to motivate new PTRS configurations
[bookmark: _Hlk79048821]Proposal 17. Do not consider increasing frequency density for small PRB allocations (<32).
[bookmark: _Ref79052740]Table 4. Code rates for different cases in Table 5.
	
	Code rate

	K
	0.5
	1
	2

	PRB=8, MCS7
	0.610
	0.583
	0.557

	PRB=8,MCS16
	0.738
	0.705
	0.674

	PRB=8,MCS22
	0.739
	0.705
	0.675

	PRB=16, MCS7
	0.596
	0.556
	0.532

	PRB=16,MCS16
	0.745
	0.694
	0.664

	PRB=16,MCS22
	0.757
	0.705
	0.675

	PRB=32, MCS7
	0.611
	0.562
	0.538

	PRB=32,MCS16
	0.755
	0.695
	0.665

	PRB=32,MCS22
	0.767
	0.706
	0.675



[bookmark: _Ref79050826]Table 5. Link performance comparison to achieve 10% BLER with OFDM, using different PN compensation methods and PTRS densities.
	
	CPE
	ICI u=1
	ICI u=2
	ICI u=3

	K
	0.5
	1
	2
	0.5
	1
	2
	0.5
	1
	2
	0.5
	1
	2

	PRB=8, MCS7
	6.2
	5.9
	6.2
	6.8
	7.4
	inf
	7.2
	9.9
	-
	-
	inf
	-

	PRB=8,MCS16
	14.5
	13.7
	13.3
	14.7
	14.3
	inf
	14.9
	16.6
	-
	-
	inf
	-

	PRB=8,MCS22
	inf
	21.8
	21
	22.0
	20.7
	inf
	21.3
	22.6
	-
	-
	inf
	-

	PRB=16, MCS7
	5.0
	4.5
	4.4
	5.4
	5.2
	6.6
	5.8
	6.4
	10.6
	6.0
	7.2
	inf

	PRB=16,MCS16
	14.0
	12.7
	12.4
	13.8
	13.0
	13.5
	14.0
	13.6
	16.1
	14.0
	14.2
	inf

	PRB=16,MCS22
	inf
	inf
	20.8
	21.7
	19.6
	20.4
	20.6
	19.4
	23.5
	20.1
	20.1
	inf

	PRB=32, MCS7
	5.0
	4.3
	4.2
	5.2
	4.6
	5.0
	5.4
	5.0
	6.2
	5.6
	5.4
	7.2

	PRB=32,MCS16
	14.2
	12.9
	12.5
	13.8
	12.7
	12.9
	14.0
	12.8
	13.2
	13.6
	13.2
	14.0

	PRB=32,MCS22
	inf
	inf
	inf
	22.5
	19.7
	19.6
	20.7
	18.9
	19.3
	20.2
	19.0
	20.1



DFT-s-OFDM
The following agreement was made in RAN1 #104bis-e:

Agreement:
Continue study at least the following aspects for potential PTRS enhancement for DFT-s-OFDM for NR operation in 52.6 to 71 GHz 
· The need of potential PTRS enhancement 
· PTRS pattern with more PTRS groups within one DFT-s-OFDM symbol when a large number of PRBs is scheduled 
· (Ng = 8, Ns = 4, L = 1), (Ng = 16, Ns = 2, L = 1), (Ng = 16, Ns = 4, L = 1),  
· Note: Ng number of PT-RS groups, Ns number of samples per PT-RS group, and PTRS every L number of DFT-s-OFDM symbols 
· Other patterns are not precluded​
· Other aspects of PTRS enhancements are not precluded from further study

Agreement:

· It is recommended to strictly follow and evaluate at least based on assumptions which are not optional in previous agreed LLS assumptions for study of potential RS enhancements for NR operation in 52.6 to 71 GHz.​
· Note: evaluation based on optional model/scenario/parameter values are not precluded from being considered for discussion and decisions​
· Companies are encouraged to report results (along with previously reported aspects and cubic metric for power boosting aspects) at least for SINR in dB achieving PDSCH/PUSCH BLER of 10% in a numerical and tabular way (e.g. adapted from LLS result report template in SI).​
· Note: other ways of presentation of results (e.g. BLER curve) is not precluded ​

In Rel-15/16, there are five different PTRS configurations for DFT-s-OFDM (according to Table 6.2.3.2-1 in [3] copied below, and we refer to these patterns using numbering from 1 to 5 here). The chosen configuration is based on the bandwidth thresholds indicated in PTRS-UplinkConfig, and also time-domain (symbol) density can be configured to occur in every symbol (L=1) or every second symbol (L=2).

[image: ]
Rel-15 configurations perform well up to a certain PRB allocation size and MCS. However, it seems that for large MCSs some new PTRS configurations are needed. It is because the Rel-15 configuration was determined to achieve similar performance as CPE compensation of CP-OFDM PTRS.
New PTRS mapping unit:
In the existing Rel-15 specification, the PTRS patterns are mapped to a single DFT-s-OFDM symbol. We propose to introduce new PTRS patterns by means of adaptive PTRS mapping unit in terms of fraction or multiple of DFT-s-OFDM symbols. Let X be the defined allocation unit
· PTRS patterns can be mapped to part of the OFDM symbol or multiple OFDM symbols
· If X<1, PTRS pattern is mapped over part of one OFDM symbol
· If X>1 PTRS pattern is mapped over more than one OFDM symbol

Examples of the proposed mappings are shown in Figure 8. We observe the flexibility to obtain various different patterns which is not possible using the current specification in Figure 8. 
[image: ]
[bookmark: _Ref69822004]Figure 8. Example showing all current 5 PTRS patterns mapped using legacy PTRS (top), proposed method with X=0.5 (middle), and proposed method with X=2 (bottom).

Figure 9 illustrates the performance of MCS16 for the legacy PTRS pattern 4x4, where the PTRS is mapped symbol wise, to the proposed method where legacy PTRS pattern 8x4 is mapped over two OFDM symbols (X=2), i.e., in this case every other OFDM symbol has different pattern. The proposed method is observed to achieve 0.3dB gain in this case with the same PTRS overhead.
Figure 10 compares the performance of MCS22 for existing 8x4 pattern and with two different proposed patterns. It is observed that if we increase the number of PTRS groups to 16 (i.e., add 16x4 to Table 6.4.1.2.2.2-1), and then use our proposed approach with X=2, we get 0.75dB gain over existing 8x4 pattern with the same overhead. On the other hand, using 8x4 pattern with X=0.5 gives further 0.5dB gain but with double overhead. 
These results verify that the proposed approach achieves very good performance gains using the same overhead but can also provide further gains by increasing the PTRS overhead.
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[bookmark: _Ref69380029]Figure 9. Results for DFT-s-OFDM MCS16, 400MHz with 120kHz SCS.
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[bookmark: _Ref69714781]Figure 10. Performance comparison between existing 8x4 pattern, and two different proposed patterns with 120kHz, 400MHz, and MCS22.

[bookmark: _Hlk79048869]Proposal 18: Consider introducing a PTRS mapping unit in terms of fraction or multiple of DFTsOFDM symbols, to flexibly control PTRS overhead and allocation.


Using combination of existing PTRS REs (alternative approach):

The above mapping unit is the most simple and efficient way to increase the PTRS overhead to provide improved performance. However, if 48 PTRS samples are being considered to be enough for DFT-s-OFDM, then an alternative approach here would be to consider adding PTRS overhead by a simple combinations of existing PTRS patterns.
In Figure 12, the PUSCH performance of DFT-s-OFDM is compared for 64-QAM. In the results herein, we use the maximum overhead configuration (8 PTRS groups, 4 samples per group) as a baseline, and compare different PTRS configurations in addition to this. The used PN compensation method is simple interpolation between the PTRS blocks. The following patterns are compared:
· Rel-15 PTRS pattern 8x4 (existing PTRS REs)
· Increasing number of groups to 12 with new PTRS REs, by using extension of formulas in Table 6.4.1.2.2.2-1 of TS38.211 (12x4, 50% overhead increase)-	
· Increasing number of groups by combining Rel-15 configurations with existing Rel-15/16 REs
· Combining patterns 3 and 5 (40 PTRS REs, 25% overhead increase)
· Combining all patterns (48 PTRS REs, 50% overhead increase).

Example of the combination is provided in Figure 11 below, where the existing 5 PTRS patterns are shown and then combination of all patterns.
[image: ]
[bookmark: _Ref67560841]Figure 11. Example of the existing PTRS patterns and combination of all patterns (Conf-1-2-3-4-5).  In this example figure, one symbol consists of 384 resource elements.

In Figure 12, we show the result where the existing PTRS patterns 3 and 5 are combined into a single configuration. In this case, we combine configurations 3 (4x2) and 5 (8x4), which will have altogether 12 groups of PTRS, 4 having 2 samples per group, and 8 having 4 samples per group. In this case, the number of PTRS symbols is increased only from 32 to 40. This gives 1dB improvement over legacy for MCS22, and makes possible to use even higher code rates. Similarly, it is observed that the same performance can be achieved using the combination of all five patterns into a single pattern. We also illustrate 12x4 configuration for comparison, which would be scaled according to the Rel-15 PTRS mapping equation, and would introduce new mapping REs, providing similar performance to our proposed approach. Thus, since new PTRS configurations are required only for high order modulations, to keep the spec. impact minimal, we propose to increase number of PTRS groups by combining existing patterns.
[bookmark: _Hlk61849444][bookmark: _Hlk68078170]Observation 8. PUSCH performance of DFT-s-OFDM may be improved by increasing the maximum number of PTRS groups with well affordable PTRS overhead.
Observation 9. New PTRS configurations can give performance gains for high order modulations.
To keep the required specification and implementation changes minimal, we propose to increase maximum number of PTRS groups by providing new PTRS configurations by combining multiple existing configurations/patterns into a single configuration. This enables significantly improved PN performance using the existing PTRS REs which are supported already.
[bookmark: _Hlk79048899]Observation 10. Performance can be significantly improved by combinations of existing PTRS patterns.
[bookmark: _Hlk68078641]Proposal 19. Consider increasing number of PTRS groups for DFT-s-OFDM to make high order modulations robust to phase noise when a large number of PRBs is used. 
Proposal 20. If 48 PTRS REs are being considered enough for maximum PTRS overhead, consider supporting the new PTRS configurations as combinations of existing PTRS configurations to a single configuration. 

[bookmark: _Ref60737877]Figure 12. PUSCH DFT-s-OFDM performance with different configurations for MCS22 (64-QAM), 120kHz SCS and 400MHz bandwidth. ‘12x4’ maps the PTRS groups to new REs, while combinations of the existing patterns use existing REs.

Finally, Table 6 compares different PTRS configurations, showing 10% BLER SNR and PTRS overhead in each case. It is observed that the proposed approach 16x4, X=2 achieves 0.7dB gain over the best legacy scheme 8x4 without increasing the PTRS overhead. On the other hand, by doubling the PTRS overhead i.e., using 8x4, X=1/2, the benefit over existing approach is 1.2dB. If we desire to use existing REs for PTRS, the proposed combinations provide 0.8dB gain using 1.3% overhead (Comb 3-5) and 1dB gain using overhead 1.56% (Comb 1-2-3-4-5).

[bookmark: _Ref79053337]Table 6. Comparison of different PTRS patterns using SCS=120kHz, BW=400MHz, and MCS22, Tdl-a 10ns.
	
	Legacy approach extending Table 6.4.1.2.2.2-1
	Proposed methods

	PTRS config.
	8x4
	12x4 
	16x4 
	16x4, X=2
	8x4, X=1/2
	Comb 1-2-3-4-5
	Comb 3-5

	SNR to achieve 10% BLER
TDL-A 10ns
	19.0
	18.0
	17.8
	18.3
	17.8
	18.0
	18.2

	PTRS overhead per data symbol
	1.04%
	1.56%
	2.08%
	1.04%
	2.08%
	1.56%
	1.30%




DMRS enhancements
The following agreements related to DMRS were made in RAN1 #104-e:
Agreement:
· Existing DMRS patterns are supported for NR operation in 52.6 to 71 GHz with 120 kHz SCS.
· At least existing DMRS patterns are supported for NR operation in 52.6 to 71 GHz with 480 kHz and/or 960 kHz SCS
· Further study on whether to introduce different DMRS pattern with increased frequency domain density (in number of subcarriers) than the existing DMRS patterns for NR operation in 52.6 to 71 GHz with 480 kHz and/or 960 kHz SCS
· Further study on whether and how to restrict DMRS port configuration (e.g., the number of DMRS ports) as in FR2 for NR operation in 52.6 to 71 GHz with 480 kHz and/or 960 kHz SCS.

Agreement:
Further study on at least the following aspects of potential DMRS enhancement with respect to FD-OCC:
· whether to support a configuration of DMRS in which FD-OCC is not applied for 480 kHz and 960 kHz SCS
· Applicability to Type-1 and/or Type-2 DMRS
· Details on whether and how to indicate that FD-OCC is not applied to DMRS port
· Impact to UE multiplexing capacity and inter-UE interference in MU-MIMO.


Table 7 and Table 8 show existing DMRS type-1 antenna port specific parameters as well as available DMRS configurations when receiving PDSCH scheduled by DCI format 1_1. It can be observed that the existing specification can enable already flexible support for  rank 1 and rank 2 DMRS configurations with different antenna port IDs. For example, when DCI format 1_1 the codepoint of antenna port value is 11, two different DMRS antenna ports (i.e. 1000 and 1002) belonging into two different CDM groups can be configured for UE. In other words, the type-1 can provide support for frequency multiplexing of two different DMRS antenna ports by using comb-2 RE-pattern with resource element shift between combs [TS 38.211, sect 7.4.1.1.2]. 
[bookmark: _Ref60677692]
Table 7. Parameters for PDSCH DM-RS configuration type 1 [TS 38.211, Table 7.4.1.1.2-1].
	
	
CDM group 
	
	[image: ]
	[image: ]
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	1000
	0
	0
	+1
	+1
	+1
	+1

	1001
	0
	0
	+1
	-1
	+1
	+1

	1002
	1
	1
	+1
	+1
	+1
	+1

	1003
	1
	1
	+1
	-1
	+1
	+1

	1004
	0
	0
	+1
	+1
	+1
	-1

	1005
	0
	0
	+1
	-1
	+1
	-1

	1006
	1
	1
	+1
	+1
	+1
	-1

	1007
	1
	1
	+1
	-1
	+1
	-1



[bookmark: _Ref60678461]Table 8 Antenna port(s) (1000 + DMRS port), dmrs-type=1, maxLength=1 [TS 38.212, Table 7.3.1.2.2-1].
	One Codeword:
Codeword 0 enabled,
Codeword 1 disabled

	Value
	Number of DMRS CDM group(s) without data
	DMRS port(s)

	0
	1
	0

	1
	1
	1

	2
	1
	0,1

	3
	2
	0

	4
	2
	1

	5
	2
	2

	6
	2
	3

	7
	2
	0,1

	8
	2
	2,3

	9
	2
	0-2

	10
	2
	0-3

	11
	2
	0,2

	12-15
	Reserved
	Reserved



[bookmark: _Hlk61849566]Observation 11: Existing RAN1 specification provides support for flexible configuration of different DMRS antenna ports belonging into same or different CDM groups for rank-1 and rank-2. 
Figure 14a) shows block error rate (BLER ) performance comparison of rank-1 PDSCH for different DMRS configuration options w/ and w/o OCC-2 (i.e. Rel-15 type-1, Rel-15 type-2 and new type (“comb-1”, R1-2008615) ) and without any phase noise impairments with SCS = 960kHz and delay spread of 20ns. As can be observed, the new DMRS type and type-1 w/o OCC can outperform clearly type-2 w/o OCC. The reason for this is that the resource element mapping granularity associated with the type-2 DMRS is insufficient to enable reliable computation of DMRS based channel estimates for the demodulation of the PDSCH.
Figure 14b) depicts BLER performance comparison of rank-1 PDSCH for different DMRS configuration options w/ and w/o OCC-2 and without any phase noise impairment with SCS = 480kHz and delay spread of 20ns. As shown, both DMRS type-1 and new type can achieve nearly indentical BLER performance. Moreover, the BLER performance of DMRS type-2 approaches the performance of other types.  	
[image: ][image: ]
a) SCS = 960 kHz											b) SCS = 480 kHz
[bookmark: _Ref60060737]Figure 13 BLER performance of rank-1 PDSCH with different DMRS configurations w/ SCS = 960 kHz and 480 kHz. 
[bookmark: _Hlk61849589]Observation 12: For rank-1, type-1 and new type (“comb-1”) w/o OCC-2 can achieve better BLER performance of PDSCH compared with the type-2 DMRS w/o OCC-2 with SCSs =480 and 960 kHz.
Figure 15a) shows BLER performance comparison of rank-2 PDSCH with SCS = 960 kHz for different DMRS configuration options w/ and w/o OCC-2. As can be observed, the type-1 DMRS w/o OCC-2 outperforms clearly in BLER performance other DMRS types. Furthermore, it can be observed that error flooring occurs with new DMRS type and type-1 and type w/OCC-2.  
Figure 15b) shows BLER performance comparison of rank-2 PDSCH with SCS = 480 kHz for different DMRS configuration options w/ and w/o OCC-2. As shown, the type-1 and type-2 DMRS w/o OCC-2 can achieve nearly indentical BLER performance with each others. Both type-1 and type-2 DMRS configurations outperform clearly other DMRS types, i.e. new type and type-1 w/ OCC2 and type-2 w/ OCC2. 

[image: ][image: ]
 	         a) SCS = 960kHz											b) SCS = 480kHz
[bookmark: _Ref60742551]Figure 14 BLER performance of rank-2 PDSCH with different DMRS configurations w/ SCS = 960 kHz and 480 kHz.
[bookmark: _Hlk61849605]Observation 13: For rank-2, both type-1 and type-2 DMRS w/o OCC-2 outperfom other DMRS types in BLER performance with SCSs=480 and 960 kHz.

Table 9 provides a summary of different DMRS configurations SNRs achieving BLER of 10% and 1%. 

[bookmark: _Ref60215467]Table 9 Summary of DMRS configurations with SNR [dB] achieving BLER of 10%/1% with SCS=480kHz, 960kHz, and MCS=22.
	SCS [kHz]
	Type-1 DMRS
	Type-2 DMRS
	New DMRS type (“Comb-1”, R1-2008615))

	
	w/o OCC (rank 1)
	
w/o OCC (rank 2)

	w/ OCC
(rank 2)
	w/o OCC (rank 1)
	
w/o OCC (rank 2)

	w/ OCC (rank 2)
	w/o OCC
(rank 1)
	w/ OCC
(rank 2)

	480
	14.4/16
	15/16.4
	23.7/-
	14.9/17
	15/16.4
	21/-
	14.4/16
	20.3/23.1

	960
	15.2/18.2
	15.1/17
	-/-
	28/-
	17/21
	-/-
	15/16.7
	-/-



[bookmark: _Hlk61849622]Observation 14: Type-1 w/o OCC-2 outperforms in BLER performance other DMRS types in the most of the considered cases. 
Further numerical results regaring to BLER performance of PDSCH with DMRS w/ and w/o phase noise impairments as well as with different bandwidths and MCS options can be found from the Appendix.   
Regarding to a higher transmission rank (e.g >2) support for the DMRS of PDSCH/PUSCH, it can be assumed that for a point-to-point communication the characteristics of point-to-point radio channel at high carrier frequencies (i.e. >52.6 GHz) are not sufficiently “rich” enough to enable a need for higher rank value specification support in Rel-17. This is due to the impact of the of high spatial directivity (i.e. beam forming) associated with each TX and RX beam-pair link with high carrier frequencies (>52.6GHz) resulting in the probability for the occurrence of higher rank radio channel to be reduced with respect to wireless communication at lower carrier frequencies. As a result of this, it is reasonable to provide specification support for the DMRS of PDSCH/PUSCH to be optimized only up to rank-2 in Rel-17. 
[bookmark: _Hlk61849637]Observation 15: It is reasonable to provide a specification support for DMRS of PDSCH/PUSCH to be optimized only up to rank-2 in Rel-17 for at higher carrier frequencies (>52.6 GHz).
Regarding to the co-existence of new DMRS type with other signal/RSs/channels, the RE-pattern of new DMRS type (“comb-1”) occupies all the resource elements of each PRBs associated with configured DMRS bandwidth. Therefore, the co-existence support of new DMRS type is very limited. More specifically, it enables to multiplex only another antenna port of new DMRS type with OCC-2 into the same OFDM symbol. However, the new type does not provide any possibility to multiplex into the same OFDM symbol any other type of signal(s)/RS(s)/channel(s) either with rank 1 or rank 2. For example, it is not possible to multiplex new DMRS type with PUSCH/PDSCH into same OFDM symbol. In fact, this is a clear drawback with respect type-1 because the type-1 with single CDM group enables to multiplex PDSCH with DMRS into same OFDM symbol. In other words, dedicated new-type DMRS symbol (irrespective of rank 1 or rank 2) needs to be always configured when PUSCH/PDSCH is scheduled. Therefore, due to additional RS overhead associated with new DMRS type, the usage of new DMRS type leads to a reduced achievable throughput of PUSCH/PDSCH in comparison with the type-1 DMRS w/o OCC . Especially, PUSCH is normally transmitted with single layer, new DMRS type degrades uplink peak throughput in the practical scenario. 
[bookmark: _Hlk61849651]Observation 16: New DMRS type (irrespective of rank 1 or rank 2) does not provide any possibility for multiplexing of it with any other type of signal/RS/channel into same OFDM symbol. 
Observation 17: Due to additional RS overhead associated with the new DMRS type, the usage of new DMRS type leads to reduced achievable PUSCH/PDSCH throughput in comparison with type-1 DMRS w/o OCC.
Regarding to the impact of new DMRS type of PUSCH/PDSCH into the computational complexity of channel estimation, it can be observed that the new DMRS type approximately doubles the computational complexity of the channel estimation associated with PUSCH/PDSCH. More specifically, due to increased RE density, the amount of computational complexity associated with raw channel estimates as well as related additional required filtering is doubled with respect to existing types, e.g. type-1. 
[bookmark: _Hlk61849660]Observation 18: New DMRS type approximately doubles the computational complexity of the channel estimation associated with PUSCH/PDSCH.
Additionally, achievable performance gains of new DMRS type remain marginal with the price of extra computation complexity as well as the usage of new DMRS type leads to the limited co-existence with other signals/RSs/channels.   As a result of these observations, it is not feasible to introduce the new DMRS type for PUSCH/PDSCH in Rel-17 for above 52.6 GHz communication.        
[bookmark: _Hlk61849668][bookmark: _Hlk68078285]Observation 19: It is not feasible to introduce new DMRS type for PUSCH/PDSCH in Rel-17 for above 52.6 GHz.
[bookmark: _Hlk61849698][bookmark: _Hlk66733819]Proposal 21: No additional DMRS pattern is supported in Rel-17 for above 52.6 GHz.
For rank 1 transmission, if UE is indicated with no CDD is applied to the DM-RS port, i.e. no MU-MIMO transmission in PDSCH transmission, UE can improve the demodulation performance by applying per RE-level channel estimation. However, in higher frequency, the MU-pairing of two rank 1 UEs is not likely to be happen. Thus one simple solution is that UE assumes no MU-pairing when rank 1 transmission is applied. 
[bookmark: _Hlk68078661]Proposal 22: Support one of following alternatives for enhancement of the rank 1 PDSCH DM-RS reception.
· Alt 1: UE assumes no MU-pairing is applied when scheduled with 1 DM-RS port 
· Alt 2: Introduce new antenna port mapping of rank 1 scheduling and no MU-pairing.

    
Conclusion
In this contribution we have discussed the PDSCH/PUSCH enhancements to support operation between 52.6 GHz and 71 GHz. Based on the simulation results and discussion we make the following proposals and observations:

Multi-PxSCH scheduling

Proposal 1: The maximum number of PxSCH that can scheduled with a single DCI in Rel-17 is 8 also for 480 kHz SCS. All UEs need to support at maximum 8 PxSCH for both 480 kHz and 960 kHz SCSs.

Proposal 2: Consider dynamic indication of the number of repetitions also for PDSCH. 

Proposal 3: Support multi-PDSCH also for 120 kHz SCS
· Consider multi-PDSCH also for FR2.

Proposal 4: For TDRA, PUSCHTimeDomainAllocationListForMultiPxSCH indicates only contiguous slots.
· Non-contiguous TDRA is indicated by means of slot-level gap. No support of sub-slot gaps.
· Invalid slots are determined based on RateMatchPattern(s). 
· RateMatchPattern(s) can be defined also for UL.
· Non-contiguous transmission covers contiguous HARQ processes.

Proposal 5: Support two TBs with multi-slot PxSCH.

Proposal 6: For other multi-PxSCH enhancements:
· FDRA enhancements and frequency hopping enhancements are considered as secondary topics for multi-PxSCH transmission and they are considered only if time allows.
· No support for inter-slot frequency hopping. 
· For 480/960 kHz PUSCH and for 120/480/960 PDSCH, there is no need to support configuration of the CBGTI/CBGFI fields 
· For URLLC related fields, one value of each field is applied for all scheduled PUSCHs
· The PUSCH that carries the AP-CSI feedback, the same solution adopted in Rel-16 NR-U multi-PUSCH scheduling is reused. ​

HARQ-ACK feedback enhancements:
Observation 1: In case of Alt. 2, separate sub-codebooks are needed for multi-PDSCH scheduling and single-PDSCH scheduling to maintain Rel-15/16 resilience against missed DCIs with 2-bit DAI field in fallback DCIs without gNB scheduling restrictions. 

Proposal 7: If up to 32 DL HARQ processes are supported for 960 kHz SCSs, it is enough to support single transmission of HARQ feedback per multi-PDSCH DCI. 
If only 16 DL HARQ processes are supported for 960 kHz SCS, HARQ information for multi-PDSCH DCI can be carried by up to two PUCCHs to reduce HARQ process starvation
· When DCI schedules more than N PDSCHs, where N is configurable, the HARQ-ACK feedback for the scheduled PDSCHs is transmitted over two slots.

Proposal 8: Alt.3 is supported, that is, C-DAI/T-DAI is counted per M scheduled PDSCH(s), where M is configurable. In case Alt. 3 is not supported, Alt. 1 is supported. 

Proposal 9: In case of Alt. 3, number of DAI bits is determined based on the configured M value and the maximum number of schedulable PDSCHs. 

Proposal 10: HARQ-ACK reporting for CBG-based scheduling and multi-PDSCH scheduling is not supported simultaneously by UE on the serving cells in the same PUCCH cell group.

Proposal 11: Configurable time domain bundling of HARQ-ACK feedback over M consecutive PDSCHs scheduled by the same DCI is supported. In the case that all HARQ-ACK(s) are bundled into a single bit per DCI, single sub-codebook is used. 

Proposal 12: For Type-1 codebook,
· Pruning of the set of DL slots against UL symbols in tdd-UL-DL-ConfigurationCommon or tdd-UL-DL-ConfigurationDedicated is supported
· Receiving of only one PDSCH in a slot is supported on serving cells with multi-PDSCH scheduling configured 
· Time domain bundling, including configurable partial bundling of HARQ-ACKs is supported by selecting the last SLIV(s) of TDRA row for bundled HARQ-ACK bit(s). 

Time line related aspects:
Observation 2: CSI computation delay has relation with PDCCH decoding complexity including BD/CCE limt.  
Observation 3: Rel-15/16 schemes for CPU can be reused for 480kHz and/or 960kHz SCS. 

Proposal 13: Increase the maximum number of DL and UL HARQ processes from 16 to 32, for 480 kHz and 960 kHz SCSs.

Proposal 14: Consider proposing times shown in Table 3 for PDSCH and PUSCH.
Proposal 15: Consider CSI computation delay parameters for new SCSs only after determination of BD/CCE limit for new SCSs. 
Proposal 16: Deprioritize the discussion on the additional processing timelines below.
· UE PDSCH reception preparation time with cross carrier scheduling with different subcarrier spacings for PDCCH and PDSCH
· SRS, PUCCH, PUSCH, PRACH cancellation with dynamic SFI
· ZP CSI Resource set activation/deactivation
· Application delay of the minimum scheduling offset restriction
· timing aspects related to cross carrier operation

PTRS enhancements:
Observation 4. Existing PTRS configurations provide good allocation flexibility to achieve good performance for any bandwidth, SCS, or MCS.
Observation 5. Considerable benefit from increasing PTRS density to K=1 is observed only in a single case when high-order modulation is used and PRBs=16 and ICI compensation is used.
Observation 6. No gain is achieved using K=0.5.
Observation 7. Using small PRB allocations with high MCSs is a corner case and should not be considered to motivate new PTRS configurations
Observation 8. PUSCH performance of DFT-s-OFDM may be improved by increasing the maximum number of PTRS groups with well affordable PTRS overhead.
Observation 9. New PTRS configurations can give performance gains for high order modulations.
Observation 10. Performance can be significantly improved by combinations of existing PTRS patterns.
Proposal 17. Do not consider increasing frequency density for small PRB allocations (<32).
Proposal 18: Consider introducing a PTRS mapping unit in terms of fraction or multiple of DFTsOFDM symbols, to flexibly control PTRS overhead and allocation.

Proposal 19. Consider increasing number of PTRS groups for DFT-s-OFDM to make high order modulations robust to phase noise when a large number of PRBs is used. 
Proposal 20. If 48 PTRS REs are being considered enough for maximum PTRS overhead, consider supporting the new PTRS configurations as combinations of existing PTRS configurations to a single configuration. 


DMRS enhancements:
Observation 11: Existing RAN1 specification provides support for flexible configuration of different DMRS antenna ports belonging into same or different CDM groups for rank-1 and rank-2. 
Observation 12: For rank-1, type-1 and new type (“comb-1”) w/o OCC-2 can achieve better BLER performance of PDSCH compared with the type-2 DMRS w/o OCC-2 with SCSs =480 and 960 kHz.
Observation 13: For rank-2, both type-1 and type-2 DMRS w/o OCC-2 outperfom other DMRS types in BLER performance with SCSs=480 and 960 kHz.
Observation 14: Type-1 w/o OCC-2 outperforms in BLER performance other DMRS types in the most of the considered cases. 
Observation 15: It is reasonable to provide a specification support for DMRS of PDSCH/PUSCH to be optimized only up to rank-2 in Rel-17 for at higher carrier frequencies (>52.6 GHz).
Observation 16: New DMRS type (irrespective of rank 1 or rank 2) does not provide any possibility for multiplexing of it with any other type of signal/RS/channel into same OFDM symbol. 
Observation 17: Due to additional RS overhead associated with the new DMRS type, the usage of new DMRS type leads to reduced achievable PUSCH/PDSCH throughput in comparison with type-1 DMRS w/o OCC.
Observation 18: New DMRS type approximately doubles the computational complexity of the channel estimation associated with PUSCH/PDSCH.
Observation 19: It is not feasible to introduce new DMRS type for PUSCH/PDSCH in Rel-17 for above 52.6 GHz.
Proposal 21: No additional DMRS pattern is supported in Rel-17 for above 52.6 GHz.
Proposal 22: Support one of following alternatives for enhancement of the rank 1 PDSCH DM-RS reception.
· Alt 1: UE assumes no MU-pairing is applied when scheduled with 1 DM-RS port 
· Alt 2: Introduce new antenna port mapping of rank 1 scheduling and no MU-pairing.
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Appendix
Additional link-level performance plots for DMRS enhancements
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Figure 15 BLER performance of rank-1 PDSCH and MCS22 with different DMRS configurations w/ SCS = 960 kHz and 480 kHz.
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Figure 16 BLER performance of rank-2 PDSCH and MCS22 with different DMRS configurations w/ SCS = 960 kHz and 480 kHz.
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a) SCS = 960kHz, b) SCS = 480kHz
Figure 17 BLER performance of rank-1 PDSCH and MCS7 with different DMRS configurations w/ SCS = 960 kHz and 480 kHz.
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          a) SCS = 960kHz, b) SCS = 480kHz
Figure 18 BLER performance of rank-2 PDSCH and MCS7 with different DMRS configurations w/ SCS = 960 kHz and 480 kHz.
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Figure 19 BLER performance of rank-1 PDSCH and MCS22 with different DMRS configurations w/ SCS = 960 kHz and 2.16GHz bandwidth.
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Figure 20 BLER performance of rank-2 PDSCH and MCS22 with different DMRS configurations w/ SCS = 960 kHz and 2.16GHz bandwidth.
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Table 5.1 .6. 3 - 1: Time den sity of PT - RS as a function of scheduled MCS  
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  Table 5.1 .6. 3 - 2: Frequency density of PT - RS as a function of scheduled bandwidth  
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)  

N RB   <  N RB0  PT - RS is not present  

N RB0  



  N RB   <   N RB1  2  

  N RB1  



  N RB    4  
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Table 6.2. 3 .2 - 1 : PT - RS  group  pattern as a function of  scheduled bandwidth  

Scheduled bandwidth  Number of  PT - RS groups  Number of samples    per PT - RS group  

N RB0 



N RB   <  N RB1  2  2  

N RB1  



  N RB   <   N RB2  2  4  

N RB2  



  N RB   <   N RB3  4  2  

N RB3  



  N RB   <   N RB4  4  4  

N RB4  



  N RB  8  4  
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