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Introduction
In RAN1#104b-e meeting [1], most evaluation methodology and simulation assumption have been agreed. In RAN1#105-e meeting [2], the traffic parameters for XR base evaluation have been agreed. The traffic model and simulation assumptions for our simulation results can be found in Appendix. This paper provides the performance results of XR based on the agreed XR traffic model and evaluation methodology.
Performance results
KPI and latency model
The XR performance evaluation includes the requirements of latency, reliability and UE power consumption. The Key Performance Indexes (KPIs) are the index of the system performance for XR services, including capacity and UE power consumption. In RAN1#104b e-meeting, it was agreed that:
Agreement:
In case of single stream per UE in DL, a UE is declared a satisfied UE if more than X (%) of packets are successfully delivered within a given air interface PDB. 
· The baseline X value is 99. 
· Other values of X can be optionally evaluated, e.g., X < = 95, X=99.9. 
· Additional combinations of (X, PDB) values can be optionally evaluated, e.g., 
· (99, 7), (95, 13) for VR/AR
· (99, 12), (95, 18) for CG
· FFS: Different values for I-frame and P-frame if evaluation of them is agreed. 














In this contribution, system capacity is defined as the max number of UE per cell when 90% UEs satisfy requirements. A UE is declared a satisfied UE if more than 99% of the packets are successfully transmitted within given PDB. DL latency considers the processing time, DL TTI arrival time, time for ACK/NACK feedback and retransmission. Detailed DL latency model is described in Figure 1. In Figure 1, the black line with arrow means DL first transmission process and the red line with arrow means a retransmission process. The UE is assumed to have PDSCH processing capability 1.


Figure 1: DL latency model
UL initial transmission latency considers the processing time, SR and DCI transmission time for dynamic schedule, and DL/UL TTI arrival time, which is shown in Figure 2. For UL retransmission, gNB sends DCI to schedule UE directly without SR transmission.  


Figure 2: UL latency model

Simulation results 
In the section, we provide evaluation results of XR and CG service based on the simulation assumptions described in Appendix. The evaluation results include the system capacity and UE power consumption. In our simulation, the packet exceeding the delay is still delivered to the other side.
Base performance results
We simulate the performance of XR and CG service in Indoor Hotspot and Dense Urban scenarios, including capacity and power.
· Capacity 
We provide the system capacity performance results the following parameters in Table 1, which are shown in Figure 3~5. 
Table 1: Base simulation parameters
	
	
	Data rate [Mbps]
	Packet arrival rate [fps]
	PDB [ms]

	DL
	AR/VR
	30
	60
	10

	
	CG
	30
	60
	15

	UL
	VR/CG: Pose/control
	0.2
	250
	10

	
	AR: Option 1 (single stream model)
	10
	60
	30


Figure 3~5 show the percentage of UEs that 99% of the packets successfully transmitted within PDB for DL and UL service. The percentage of satisfied XR UEs decreases when the system load increases. 

Figure 3: The percentage of satisfied UE with DL AR/VR/CG service under different system loads

Figure 4: The percentage of satisfied UE with UL pose/control service under different system loads

Figure 5: The percentage of satisfied UE with UL AR service under different system loads
From the results, it could be observed that in Indoor Hotspot scenario, the system capacity without any power saving scheme is 12 and 15 for DL AR/VR service and CG service of 30Mbps data rate, respectively, and the system capacity without any power saving scheme is at least 12 and 6 for UL pose/control service of 0.2Mbps data rate and UL AR service of 10 Mbps data rate, respectively; in Dense Urban scenario, the system capacity without any power saving scheme is 8 and 10 for DL AR/VR service and CG service of 30Mbps data rate, respectively. 
Observation 1: In Indoor Hotspot scenario, the system capacity without any power saving scheme is 12 and 15 for DL AR/VR service and CG service of 30Mbps data rate, respectively.
Observation 2: In Indoor Hotspot scenario, the system capacity without any power saving scheme is at least 12 and 6 for UL pose/control service of 0.2Mbps data rate and UL AR service of 10 Mbps data rate, respectively. 
Observation 3: In Dense Urban scenario, the system capacity without any power saving scheme is 8 and 10 for DL AR/VR service and CG service of 30Mbps data rate, respectively.
· Power
In the section, UE power consumption result for DL AR/VR service of 30Mbps data rate in Indoor Hotspot is shown. Figure 6 describes the proportion of power consumption of different UE power states, including PDCCH_only, PDCCH_PDSCH and sleep, under different system load without any power saving scheme. The rate of power consumption in Figure 6 is calculated based on the average value of all UEs. Figure 7 shows the CDF of power consumption of different UE power states when system load equals capacity, i.e., 12 UEs/cell. With the increase of system load, the proportion of PDCCH monitoring power consumption decreases, while that of PDSCH reception power consumption decreases.

Figure 6: Proportion of power consumption of different UE power states under different system load without any power saving scheme 
[image: ]
Figure 7: CDF of power consumption of different UE power states without any power saving scheme
Observation 4: With the increase of system load, the proportion of PDCCH monitoring power consumption decreases, while that of PDSCH reception power consumption increases.
Limitation of C-DRX for XR performance
In the section, we evaluate the performance of C-DRX for XR. Based on the performance results, the limitation of C-DRX for XR performance is analysed in the section. 
Table 2 shows the detailed configuration parameter of the evaluated C-DRX.
Table 2: C-DRX configuration parameters
	DRX configuration
	DRX Cycle
	OnDurationTimer
	InactivityTimer

	C-DRX 1
	16ms
	12ms
	4ms

	C-DRX 2
	6ms
	4ms
	2ms

	C-DRX 3
	16ms
	8ms
	4ms


Table 3 collects the satisfied UE of different DRX configuration with same system load. The DRX configuration reduces the percentage of satisfied UEs for XR service. The unsatisfied UE ratio of XR with the DRX configuration could be reduced by 4.86%~41.66% compared to the baseline without any power saving scheme. C-DRX 1 and C-DRX 2 achieves 4.86% and 6.94% capacity degradation which less than C-DRX 3 due to the larger duty cycle. When C-DRX with small duty cycle is configured for UE power saving, the system capacity is drastically reduced due to the mismatch of the CDRX configuration with the XR traffic generation. In particular, the jitter delay is too small to reflect the variation of network transport and out-of-order delivery.  
Table 3: Satisfied UE of different DRX configuration with same system load.
	Configuration
	#satisfied UEs per cell
	#UEs per cell (N)
	Percentage of satisfied UE

	Baseline
	11.5
	12
	95.83%

	C-DRX 1
(16,12,4)
	10.9 
	12
	90.97%

	C-DRX 2
(6,4,2)
	10.7
	12
	88.89%

	C-DRX 3
(16,8,4)
	6.48
	12
	54.17%


Observation 5: For XR service in Indoor Hotspot scenario, system capacity of XR with the DRX configuration could be reduced by 4.86%~41.66% compared to system capacity of XR without any power saving scheme.
According to the definition of XR capacity KPI, XR capacity is affected by reliability and latency. Table 4 shows the percentage of UEs not meeting the reliability and latency requirements with different case. The percentage of UEs not meeting the reliability requirement is shown at the row of “Reliability<99%” and the percentage of UEs meeting the reliability requirement but not meeting latency requirement is shown at the row of “Reliability>99%&Latency>PDB”.
Table 4: The percentage of UEs that not meeting the reliability and latency requirement with different case
	Configuration
	Duty cycle
	Metric
	Percentage of satisfied UE

	Baseline
	--
	Reliability<99%
	[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2.08%

	
	
	Reliability>99%&Latency>PDB
	2.08%

	C-DRX 1
(16,12,4)
	3/4
	Reliability<99%
	4.17%

	
	
	Reliability>99%&Latency>PDB
	4.86%

	C-DRX 2 (6,4,2)
	2/3
	Reliability<99%
	4.86%

	
	
	Reliability>99%&Latency>PDB
	6.25%

	C-DRX 3 (16,8,4)
	1/2
	Reliability<99%
	5.56%

	
	
	Reliability>99%&Latency>PDB
	40.28%


From Table 4, it is observed that the percentage of UE not meeting the latency requirement increases with larger duty cycle. The DRX cycle does match exactly with the traffic generation at source codec with small delay jitter. The long DRX off time would reduce the available time for UE to be scheduled by gNB. This has the results of drastic decrease in system capacity for delay-sensitive XR services.  
Observation 6: DRX with larger duty cycle achieves less capacity loss when DRX cycle matches with XR traffic generation.
Figure 8 shows the CDF of UE power consumption of different UE power states under different system load with C-DRX(16,12,4) and C-DRX(6,4,2) configuration when system load equals capacity.
[image: ][image: ]   
[bookmark: OLE_LINK7][bookmark: OLE_LINK8]Figure 8: CDF of power consumption of different UE power states with C-DRX1 and C-DRX2 configuration
From results in Figures 7 and Figure 8, the UE power consumption with C-DRX 1 and C-DRX 2 was reduced by about 5.97%  and 8.71% over the baseline, where the power saving gain is from the reduced PDCCH monitoring. 
To reduce the capacity loss, DRX must be configured with short off-time to give UE more time available. However, the UE with a conservative DRX configuration has little chance to sleep, and during long On-time it needs to monitor PDCCH even if it have no data reception. Thus, for XR services, existing C-DRX is difficult to achieve balance between capacity and power performance.
Observation 7: For XR services, existing C-DRX is difficult to achieve balance between capacity and power performance.
Table 5 collects the power saving performance results of C-DRX for 30Mbps XR service when there are 12 UEs per cell. 
Table 5: Evaluation of UE power saving schemes for Indoor Hotspot 
	Power Saving Scheme
	Considered UE set
	Power Saving Gain (PSG) compared to Baseline
	#satisfied UEs per cell / #UEs per cell

	
	
	Mean PS gain
	PS gain of 5%-tile UE in PSG CDF
	PS gain of 50%-tile UE in PSG CDF
	PS gain of 95%-tile UE in PSG CDF
	

	Baseline
	-
	-
	-
	-
	-
	11.5 / 12

	C-DRX 1
(16,12,4)
	All UEs
	2.39%
	1.49%
	2.86%
	3.91%
	10.9  / 12

	
	Satisfied UEs
	2.4%
	1.5%
	2.87%
	3.91%
	

	C-DRX 2
(6,4,2)
	All UEs
	6.14%
	5.22%
	6.61%
	7.72%
	10.7 / 12

	
	Satisfied UEs
	6.18%
	5.22%
	6.66%
	7.76%
	

	[bookmark: _Hlk79075867]C-DRX 3 (16,8,4)
	All UEs
	12.57%
	9.95%
	12.18%
	14.49%
	6.5/12

	
	Satisfied UEs
	12.75%
	9.32%
	13.18%
	14.51%
	


Observation 8: For DL 30Mbps XR service in indoor Hotspot with 12 UEs per cell, 2.39% and 2.4% mean power saving gain are achieved by C-DRX(16,12,4) without capacity loss under all UEs and satisfied UEs, respectively.
Observation 9: For DL 30Mbps XR service in indoor Hotspot with 12 UEs per cell, 6.14% and 6.18% mean power saving gain are achieved by C-DRX(6,4,2) with lightly capacity loss under all UEs and satisfied UEs, respectively.
Observation 10: For DL 30Mbps XR service in indoor Hotspot with 12 UEs per cell, 12.57% and 12.75% mean power saving gain are achieved by C-DRX(16,8,4) with severe capacity loss under all UEs and satisfied UEs, respectively.
[bookmark: _Hlk61896899]XR-dedicated PDCCH monitoring window
Due to the quasi-periodicity nature of XR services, the existing DRX cycle configuration cannot be fully aligned with XR traffic arrival, which results in unacceptable wait delay. Existing Rel-15/16 DRX configuration, e.g., 64ms cycle, would give little or no time left of the Packet Delay Budget for gNB to schedule the XR packet. The DRX imposes additional delay of periodic arrival of XR traffic and decrease the number of XR packets meeting the packet delay budget. This will have the results of the XR capacity reduction. Configuring DRX cycle that matches the traffic generation at source codec and a large duty cycle can reduce capacity loss to some extent. Since DRX is the power saving technique mostly for robust traffic arrival with delay tolerant traffic, DRX configuration might not provide power saving for periodic traffic if the DRX cycle does not match with the periodicity of the periodic traffic, such as XR traffic. The DL semi-persistent scheduling (SPS) and UL configured grant (CG) schemes are introduced for periodic service with stringent latency requirements. DL SPS and UL CG had preconfigured periodic resource for the DL and UL periodic traffic and is ideal candidate for periodic XR services. In NR, UE needs to decode the PDSCH at the configured SPS resource in DRX ON and OFF if DRX is configured. The DL SPS would not have the additional delay caused by DRX, which XR packets are on hold and scheduled for transmission only at DRX ON.  However, the periodic reserved resource of DL SPS and UL CG might not fit well for XR service with large variation of packet size and inter-arrival time caused by delay jitter during the network transport. DL SPS needs to be enhanced with additional resource allocation mechanism for XR service at both DRX ON and DRX OFF when the XR packets are bigger than the reserved resource. Similarly, UL CG needs to be enhanced with additional resource allocation for the adaptation of variable XR packet size. 
[bookmark: OLE_LINK11][bookmark: OLE_LINK12]A XR-dedicated data transmission scheme with dynamic scheduling is proposed, which is called XR-dedicated PDCCH monitoring window (XR-PMW). As shown in Figure 9, UE is configured with fixed PDCCH monitoring cycle and monitoring window disassociated with DRX. The fixed PDCCH monitoring cycle could be customized for the periodic traffic generation of XR service. The window size of PDCCH monitoring at each cycle could be dynamically adapted to the delay variation of packet arrival caused by network jitter. UE monitors only XR scheduled PDCCH during a preconfigured PDCCH monitoring window. 


Figure 9: XR-dedicated PDCCH monitoring window scheme
The performance of proposed XR-dedicated PDCCH monitoring window scheme was evaluated. The evaluation parameters are shown in Table 6, and the evaluation results are shown in Table 7.
Table 6: Parameters for XR-PMW performance evaluation
	 Parameters
	value

	Period
	8ms
	16ms

	The length of window
	6ms
	12ms


Table 7: Evaluation results of XR-PMW
	[bookmark: OLE_LINK9][bookmark: OLE_LINK10]Configuration
	Considered UE set
	Mean Power Saving Gain (PSG) compared to Always-on
	#satisfied UEs per cell / #UEs per cell

	C-DRX(16,8,4)
	All UEs
	12.57%
	6.5 / 12

	
	Satisfied UEs
	12.75%
	

	XR-PMW
(8,6)
	All UEs
	3.87%
	10.8 / 12

	
	Satisfied UEs
	4.13%
	

	XR-PMW
(16,12)
	All UEs
	3.85%
	10.4/12

	
	Satisfied UEs
	4.14%
	


According to Table 7, the XR-PMW achieves 66.15% capacity gain compared to C-DRX(16,8,4). And since it only works for XR service, the data transmission of other service will not be affected.
Observation 11: For DL 30Mbps XR service in indoor Hotspot with 12 UEs per cell, 66.15% capacity gain can be achieved by XR-dedicated PDCCH monitoring window scheme compared with C-DRX.
Observation 12: The XR-dedicated PDCCH monitoring window scheme not affect data transmission of other service.
Capacity and power enhancement using additional packet delay budget 
[bookmark: _Hlk61897188]Packet delay budget has direct impact on XR capacity. The XR receiver will have playout buffers to battle the delay jitter and ensure the quality and continuity of the received XR video/audio signals. The playout buffer is to store a few XR video frames at the application layer before it plays out on the screen. The size of the playout buffer depends on the network delay jitter. If the size of the playout buffer is provided to the gNB scheduler, gNB could have additional packet delay budget. Additional packet delay budget (APDB) can give gNB more time to schedule UE within the delay budget requirements of the XR service and more likely to successfully transmit packets. Meanwhile, according to the definition of XR capacity, the playout buffer could help in reducing the PDB requirements and obtaining higher UE satisfaction rate within the range of guaranteed reliability. Therefore, for XR service, additional packet delay budget increases system capacity.
We evaluated the UE satisfaction rate of 45Mbps@60FPS AR/VR DL service with different APDB in Indoor hotspot scenario. The evaluation results are shown in Figure 10. 

Figure 10: UE satisfaction rate of 45Mbps@60FPS AR/VR DL service with different APDB in InH.
From Figure 10, we can see that the UE satisfaction rate and capacity increase with the increase of APDB. When the UE has 5ms APDB, the capacity increased 2 UEs per cell, the UE satisfaction rate increased 3.13%~39.58%. Obviously, the APDB has positive impact on XR capacity.
UE playout buffer is a good example that illustrates the capacity enhancement using additional delay budget. XR traffic arrival is not strictly periodic due to the delay jitter caused by the network transport of XR packets. UE playout buffer can absorb packet jitter in order to compensate network delay variations. It serves as a temporal store for packets, absorbing delay variations and allowing the reproduction of the packet payload without jitter. Because of the playout buffer, gNB can schedule UE with additional time to fit into the delay budget. gNB can have more time to schedule those UEs that have more rest of playout buffer. 
In addition to improving XR capacity, UE playout buffer can also enhance the performance of some power saving scheme. For example, DRX and proposed XR-dedicated PDCCH monitoring window scheme need larger duty cycle to avoid capacity loss. Larger duty cycle is bound to bring more unnecessary PDCCH monitoring, resulting in higher UE power consumption. With playout buffer, UE can be configured with smaller duty cycle, i.e., shorter DRX ON or shorter PDCCH monitoring window and longer cycle. The trade-off between of power saving gain and capacity is well balanced. Table 8 shows the performance of XR-PMW and C-DRX with 5ms APDB for 30Mbps AR/VR service.
Table 8: Evaluation of power saving schemes with UE playout buffer
	Configuration
	Considered UE set
	Mean Power Saving Gain (PSG) compared to Always-on
	#satisfied UEs per cell / #UEs per cell

	Baseline
	-
	-
	11.5 / 12

	XR-PMW (16,8) with UE playout buffer
	All UEs
	17.44%
	11.0 / 12

	
	Satisfied UEs
	18.91%
	

	C-DRX(16,8,4) with UE playout buffer
	All UEs
	12.57%
	11.0 / 12

	
	Satisfied UEs
	12.75%
	



Observation 13: Additional packet delay budget can improve XR capacity, and well balance the trade-off power saving gain and capacity for XR.  
Observation 14: For DL 30Mbps XR service in indoor Hotspot with 12 UEs per cell, 17.44% and 18.91% mean power saving gain are achieved by XR-dedicated PDCCH monitoring window scheme with UE playout buffer without capacity loss under all UEs and satisfied UEs, respectively.
Observation 15: For DL 30Mbps XR service in indoor Hotspot with 12 UEs per cell, 12.57% and 12.75% mean power saving gain are achieved by C-DRX with UE playout buffer without capacity loss under all UEs and satisfied UEs, respectively.

Conclusion 
In this contribution, the initial performance evaluation results are presented based on XR and CG traffic model and simulation assumption. Based on these results, we have the following observations:
Observation 1: In Indoor Hotspot scenario, the system capacity without any power saving scheme is 12 and 15 for DL AR/VR service and CG service of 30Mbps data rate, respectively.
Observation 2: In Indoor Hotspot scenario, the system capacity without any power saving scheme is at least 12 and 6 for UL pose/control service of 0.2Mbps data rate and UL AR service of 10 Mbps data rate, respectively. 
Observation 3: In Dense Urban scenario, the system capacity without any power saving scheme is 8 and 10 for DL AR/VR service and CG service of 30Mbps data rate, respectively.
Observation 4: With the increase of system load, the proportion of PDCCH monitoring power consumption decreases, while that of PDSCH reception power consumption increases.
Observation 5: For XR service in Indoor Hotspot scenario, the system capacity of XR with the DRX configuration could be reduced by 4.86%~41.66% compared to the system capacity of XR without any power saving scheme.
Observation 6: DRX with larger duty cycle achieves less capacity loss when DRX cycle matches with XR traffic generation.
Observation 7: For XR services, existing C-DRX is difficult to achieve balance between capacity and power performance.
Observation 8: For DL 30Mbps XR service in indoor Hotspot with 12 UEs per cell, 2.39% and 2.4% mean power saving gain are achieved by C-DRX(16,12,4) without capacity loss under all UEs and satisfied UEs, respectively.
Observation 9: For DL 30Mbps XR service in indoor Hotspot with 12 UEs per cell, 6.14% and 6.18% mean power saving gain are achieved by C-DRX(6,4,2) with lightly capacity loss under all UEs and satisfied UEs, respectively.
Observation 10: For DL 30Mbps XR service in indoor Hotspot with 12 UEs per cell, 12.57% and 12.75% mean power saving gain are achieved by C-DRX(16,8,4) with severe capacity loss under all UEs and satisfied UEs, respectively.
Observation 11: For DL 30Mbps XR service in indoor Hotspot with 12 UEs per cell, 66.15% capacity gain can be achieved by XR-dedicated PDCCH monitoring window scheme compared with C-DRX.
Observation 12: The XR-dedicated PDCCH monitoring window scheme not affect data transmission of other service.
Observation 13: Additional packet delay budget can improve XR capacity, and well balance the trade-off power saving gain and capacity for XR.  
Observation 14: For DL 30Mbps XR service in indoor Hotspot with 12 UEs per cell, 17.44% and 18.91% mean power saving gain are achieved by XR-dedicated PDCCH monitoring window scheme with UE playout buffer without capacity loss under all UEs and satisfied UEs, respectively.
Observation 15: For DL 30Mbps XR service in indoor Hotspot with 12 UEs per cell, 12.57% and 12.75% mean power saving gain are achieved by C-DRX with UE playout buffer without capacity loss under all UEs and satisfied UEs, respectively.
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Appendix 
A1 Traffic model
Traffic are generated from XR/CG sever/device periodically and are transported to RAN with propagation delay and jitter. Each packet size is generated based on the Truncated Gaussian distribution. The additional delay is considered as a variable followed Truncated Gaussian distribution. The detailed traffic parameters for XR/CG evaluations are shown in Table 9. Note that these parameter values are those before the truncation. In SLS, the packet is obtained by capturing the sample from Gaussian distribution within a truncated range.
Table 9: Traffic parameters for XR evaluations
	Gaussian Parameters
	DL AR/VR/CG
	UL AR
	UL pose/control

	Bit rate
	---
	30Mbps
	45Mbps
	10Mbps
	0.2Mbps

	FPS
	---
	60fps
	60fps
	60fps
	250fps

	Packet size
	Mean packet size
	62500byte
	93800byte
	20800byte
	100byte

	
	Std. packet size value 
	6563byte
	9800byte
	2184byte
	0

	
	Min packet size
	31250byte
	46900byte
	10400byte
	100byte

	
	Max packet size
	93750byte
	140600byte
	31200byte
	100byte

	Inter-arrival time
	Packet generated period
	16.7ms
	16.7ms
	16.7ms
	4ms

	
	Mean jitter value
	4
	4
	---

	
	STD. jitter value
	2
	2
	

	
	Max jitter value
	8
	8
	

	
	Min jitter value
	0
	0
	


A2 Power model
TR 38.840 is reused to assess the UE power consumption evaluation for XR performance evaluation. The power consumption model of FR1 for XR performance evaluation is shown in Table 10 and Table 11.
Table 10: UE power consumption model for XR baseline performance evaluation
	Power state
	Relative Power

	Micro Sleep
	45

	Light sleep 
	20

	Deep sleep
	1

	PDCCH_only
	100

	PDCCH+PDSCH
	300


Table 11: UE power consumption during the state transition
	Sleep type
	Additional transition energy: (Relative power x ms) 
	Total transition time 

	Deep sleep
	450 
	20 ms 

	Light sleep
	100 
	6 ms 

	Micro sleep
	0 
	0 ms* 

	*Immediate transition is assumed for power saving study purpose from or to a non-sleep state


A3 Simulation scenario
In RAN1#103e and RAN1#104e, most simulation parameters for XR/CG performance evaluation were agreed. The simulation assumptions of Indoor Hotspot and Dense Urban are shown in Table 12 and Table 13.
Table 12: Simulation parameters of Indoor Hotspot
	Scenario
	Indoor Hotspot

	Layout
	120m x 50m
ISD: 20m
TRP numbers: 12

	Carrier frequency
	FR1:4GHz

	Bandwidth
	FR1:100MHz

	Subcarrier spacing
	FR1: 30 kHz

	BS height
	3m

	UE height
	hUT=1.5 m

	BS noise figure
	FR1: 5 dB

	UE noise figure
	FR1: 9 dB

	BS receiver
	MMSE-IRC
MMSE-IRC

	UE receiver
	

	UE speed
	3 km/h

	Channel estimation
	Realistic

	MCS
	Up to 64QAM

	BS antenna pattern
	Ceiling-mount antenna radiation pattern, 5 dBi

	UE antenna pattern
	FR1: Omni-directional, 0 dBi,

	TX power 
	gNB: FR1: 24dBm/20MHz;

	gNB antenna configuration 
	gNB:
· FR1:32TxRU, (M,N,P,Mg,Ng; Mp,Np)=(4,4,2,1,1;4,4), (dH, dV) = (0.5, 0.5)λ


	UE antenna configuration
	UE: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ

	TDD configuration
	DDDSU for DL 
DDDUU for UL

	MIMO transmission
	MU-MIMO for DL 
SU-MIMO for UL

	Scheduling 
	PF, Dynamic scheduled, Not discard packet not meeting PDB

	Processing delay
	UE PDSCH processing capability 1; DL NACK to retransmission delay: 2ms; UL previous transmission to current: 2ms.


Table 13: Simulation parameters of Dense Urban
	Scenario
	Dense Urban

	Layout
	21 cell with wraparound
ISD：200m

	Carrier frequency
	FR1:4GHz


	Bandwidth
	FR1:100MHz


	Subcarrier spacing
	FR1:30kHz

	BS height
	25m

	UE height
	hUT=1.5 m

	BS noise figure
	FR1: 5 dB


	UE noise figure
	FR1: 9 dB

	BS receiver
	MMSE-IRC
MMSE-IRC

	UE receiver
	

	UE speed
	3 km/h

	Channel estimation
	Realistic

	MCS
	Up to 64QAM

	BS antenna pattern
	3-sector antenna radiation pattern, 8dBi

	UE antenna pattern
	FR1: Omni-directional, 0 dBi,


	TX power 
	gNB: FR1:44dBm/20MHz
UE: 23dBm

	gNB antenna configuration 
	gNB: 
· FR1: 64 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8) , (dH, dV) = (0.5λ, 0.5λ)

	UE antenna configuration
	UE: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ

	TDD configuration
	DDDSU for DL 
DDDUU for UL

	MIMO transmission
	SU-MIMO for DL 
SU-MIMO for UL

	Scheduling 
	PF, Dynamic scheduled, Not discard packet not meeting PDB

	Processing delay
	UE PDSCH processing capability 1; DL NACK to retransmission delay: 2ms; UL previous transmission to current: 2ms.



Percentage of UE that 99% of packet successfully transmitted within 10ms
InH,AR/VR	4	6	8	10	12	14	16	1	1	0.97919999999999996	0.95830000000000004	0.95830000000000004	0.82140000000000002	0.60940000000000005	InH,CG	4	6	8	10	12	14	16	1	1	0.97919999999999996	0.97919999999999996	0.97919999999999996	0.93959999999999999	0.86460000000000004	Number of UEs per cell

Satisfied  ratio


Percentage of UE that 99% of packet successfully transmitted within 10ms
DU,AR	4	6	8	10	12	1	1	0.91069999999999995	0.3619	1.9800000000000002E-2	DU,CG	4	6	8	10	12	1	1	0.98809999999999998	0.92379999999999995	0.41670000000000001	Number of UEs per cell

Satisfied  ratio


Percentage of UE that 99% of packet successfully transmitted within 10ms
InH	4	6	8	10	12	1	1	1	1	0.99309999999999998	number of UEs per cell

Satisfied  ratio


Percentage of UE that 99% of packet successfully transmitted within 10ms
InH	4	6	8	10	12	1	1	0.75	0.6	0.33	number of UEs per cell

Satisfied  ratio


Proportion of different types of power consumption
PDCCH_only	
6	8	10	12	14	0.73863737833735155	0.73087843833185451	0.7223935842072795	0.70752089136490259	0.6824923286737129	PDSCH+PDCCH	
6	8	10	12	14	0.26136262166264845	0.26912156166814549	0.27760641579272055	0.29247910863509752	0.3175076713262871	Number of UEs per cell

Rate of power consumption 



UE satisfaction rate with different APDB
APDB=0ms	1	2	4	6	8	10	12	1	1	1	1	0.9375	0.72499999999999998	0.30559999999999998	APDB=3ms	1	2	4	6	8	10	12	1	1	1	1	0.96879999999999999	0.875	0.61109999999999998	APDB=5ms	1	2	4	6	8	10	12	1	1	1	1	0.96879999999999999	0.91669999999999996	0.70140000000000002	Number of UEs per cell
Satisfied  ratio
1
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