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Introduction
During RAN1#104bis-e, the relationship between standard deviation/maximum/minimum packet size w.r.t mean packet of truncated Gaussian distribution, the jitter model, KPI per UE, multi-stream models for DL and UL have been agreed in [1].  
In this paper, we further discuss the remaining aspects, including e.g., single eye traffic modelling, packet delay budget for UL traffic and parameters of multi-stream modelling, for XR evaluation. 
Single Eye Traffic Modelling for DL video traffic
During RAN1#104bis-e, a set of characteristic parameters for dual eye buffer including e.g. the relationship between the variance/maximum packet size w.r.t the mean of truncated Gaussian distribution have been determined. 
	Agreement: 
Parameters of Truncated Gaussian distribution for packet size of DL video stream in case of single stream evaluation (note: these parameter values are those before the truncation):
· [STD, Max, Min]: [10.5, 150, 50]% of Mean packet size
· Other values that can be used for evaluation: [STD, Max, Min] = [4, 112, 88] % of Mean for single eye buffer, [3, 109, 91] % of Mean for dual eye buffer
· FFS: Whether and how to evaluate single eye and dual eye buffer
· Note: Companies report the values used in their simulation results.
· Note: There is no consensus that the [10.5, 150, 50]% of mean packet size is the best set of parameters


However, based on SA4 input [2], two different types of XR video traffic, i.e., dual eye buffer and single eye buffer, are proposed regarding the frame arrival time in case of X FPS. And whether or how to evaluate single eye buffer is still for further studying in agreement. Hence, we try to provide some input in this regard as encouraged by the FFS in the agreement.
According to our company’s contributions [3] and the agreement [1] in RAN1#104bis-e, a set of characteristic parameters for single eye buffer are shown as follow:
Table 1 Parameters of single eye buffer
	Standard deviation
	4% of mean packet size

	Max packet size
	112% of mean packet size

	Min packet size
	88% of mean packet size


Then, we evaluated the performance of single/dual eye buffer in indoor scenario for the following two options:
Option 1 (single eye buffer): 22.5Mbps per eye, 10ms packet delay budget, every 8.33 ms, the packet of left eye and right eye arrive in turn.
Option 2 (dual eye buffer): 45Mbps, 10ms packet delay budget, every 16.67 ms, the packets of both eyes arrive at the same time for each frame.
Table 2 Percentage of satisfied UE for two options
	UEs per cell
	1
	3
	5
	7
	9

	Option 1
(Single eye buffer)
	100.00%
	100.00%
	100.00%
	94.64%
	78.70%

	Option 2
(Dual eye buffer)
	100.00%
	100.00%
	98.74%
	92.97%
	71.53%



[bookmark: _Toc15034]There is maximum 7% capacity gain for single eye traffic in high system load , compared to dual eye traffic in indoor house scenario, when bit rate is 45Mbps. 
According to the results in Table 2, it can be observed that the capacity performance of single eye buffer is better than that of dual eye buffer, due to the fact that average packet size for single eye buffer is half that of dual eye buffer. Hence, traffic for single eye buffer is not the bottleneck of system capacity, while traffic for dual eye buffer is. Evaluating traffic for dual eye buffer is capable of reflecting the worst situation of the system capacity. Moreover, considering majority companies tend to provide simulation results based on traffic for dual eye buffer, the provision of results based on traffic for single eye may further increase the simulation workload. 
Based on the above discussion, we make the following proposal for single eye traffic modelling:
[bookmark: _Toc9207]The simulation results based on traffic for dual eye buffer is enough to present the system capacity. And companies can provide the results based on traffic for single eye buffer optionally.
Packet Delay Budget for UL Traffic
According to [1], the UL traffic model is agreed in the following:
	Agreement:
· Option 1 (Baseline for power and capacity evaluations): Two streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: A stream aggregating streams of scene, video, data, and audio. 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Option 2 (Optional for power evaluation and baseline for capacity evaluation): Single stream as defined below 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Option 3 (Optional): Three streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: A stream aggregating streams of scene and video 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Stream 3: A stream aggregating streams of audio and data 
· Periodicity: 10ms
· Data rate: 0.756 Mbps/s or 1.12 Mbps 
· Packet size: determined by periodicity and data rate
· PDB: 30 ms 
· Option 4 (Optional): Three streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: I-stream for video 
· Stream 3: P-stream for video
· Note: For stream 2 and stream 3, the I/P-stream model for DL video can be reused for UL video.  Companies should report detailed assumptions in their simulations on packet size distribution for each stream, packet arrival interval (or fps) for each stream, PDB for each stream, PER requirement for each stream, criteria to be satisfied UE.
· Companies should strive to align the parameter values for the options chosen as much as possible
· Note: Above PDB values in [ ] for Stream 2 in Option 1 and 3, and Option 2 are to be further discussed and potentially confirmed in RAN1#105-e, where other values can be also discussed if needed.
· In case multiple steams are evaluated for UL AR, a UE is declared as satisfied only when each stream meets the requirement that X (%) of packets are successfully delivered within a given air interface PDB. 
· X value for pose/control: follow X values for pose/control for CG/VR
· X value for other stream: follow X values for DL video stream.


The remaining discussion on the UL traffic model is the packet delay budget (PDB) for the stream including video. Characteristics and requirements for UL AR2 are listed in [4]:
Table 3 Characteristic and requirements for AR2: “XR conversational”
	Media
	Format and Model
	E2E Latency requirement

	3/6 DOF Pose
	Same as for split rendering
	UL: 5-10ms

	Video + Depth
	1080p, Capped VBR 10/20Mbit/s for UL
	Conversational 100ms, 200ms

	2D Video is split rendering
	1080p or 4K (2 eyes) same model as split rendering 
	60ms, 100ms

	Front Facing Camera
	720p, CBR 3 Mbit/s for UL
	Conversational 100ms, 200ms

	Audio (MPEG-H)
	256/512 kbps for both UL/DL
	Conversational 100ms, 200ms

	Data Stream
	0.5 Mbps for both UL/DL
	Conversational 100ms, 200ms


For single stream of Option 2 in the agreement, the bit rate for UL video agreed in RAN1#104bis-e meeting is 10Mbps/20Mbps, which is corresponding to the second media, “Video + Depth”, in Table 3, with its 100ms/200ms E2E latency requirement, including e.g. pre-coding delay, encoding delay and air interface PDB. For example, pre-coding delay is 20ms, while encoding delay is 20ms. Then, the air interface latency requirement is around 60ms. Therefore, it is reasonable for PDB to be set to 60ms. 
For aggregating streams of Option 1 and Option 3, video stream, audio stream and data stream has the same E2E latency requirement 100ms/200ms, according to Table 3. Therefore, similar to the analysis for single stream of Option 2, the PDB of aggregating streams is 60ms.   
Therefore, we make the following proposal of PDB for UL video:
[bookmark: _Toc22903]Confirm the note on 60ms as baseline for the PDB of stream including video. Other reasonable PDB values can be evaluated optionally.
Multiple Streams Modelling for DL video
4.1 I-frame & P-frame
· Parameters of I-frame & P-frame modelling
In RAN1#104bis-e meeting, three options of two-stream models, including e.g., I-frame + P-frame, video + audio/data and FoV + non FoV, are agreed to evaluate optionally for DL. And there are some discussions about parameters of I-frame and P-frame modelling at email discussion in last meeting. In our opinion, I-frame + P-frame should be regarded as a start point for studying on multi-stream modelling. Hence, based on Table 4 [6][7], we try to provide some views on the parameters of I-frame and P-frame modelling.
[bookmark: _Ref68012051][bookmark: _GoBack]Table 4 Various content type from SA4 Input 
	Configuration
	Basic Content Parameters

	VR2-1
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-2
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 

	VR2-3
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, 1500 byte max packet size packets

	VR2-4
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, unlimited packet size 

	VR2-5
	1 slice per eye buffer, every 8th frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-6
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffers sent interleaved, 1500 byte max packet size 

	VR2-7
	8 slices per eye buffer, 1 slice per frame is intra coded, 45Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-8
	8 slices per eye buffer, 1 slice per frame is intra coded, 45Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 


According to the agreement, there are two options to model I-frame and P-frame, i.e., sliced-based traffic modelling and GoP (Group of Picture) based traffic modelling. And we classify VR2 traffic in Table 4 as:
· Slice-based traffic model: VR2-1, VR2-2, VR2-3, VR2-4, VR2-6, VR2-7, VR2-8.
· GoP traffic model: VR2-5.
The critical parameters for slice-based traffic model are average packet size ratio , the number of I-slices N1 per frame and the number of P-slices N2 per frame. With these three parameters, bit rates, mean packet size and slice numbers within a given duration for I or P slices can be derived accordingly. 
Table 5 Summary of mean packet size ratio for slice-based traffic model
	Configuration
	I- slice Mean Packet size
(Byte)
	P- slice Mean Packet size
(Byte)
	Average Packet size ratio

	VR2-1
	5991.3
	3218.7
	1.86

	VR2-2
	5992.2
	3218.8
	1.86

	VR2-3
	6328.7
	3318.4
	1.91

	VR2-4
	6325.5
	3317.5
	1.91

	VR2-6
	5990.8
	3218.4
	1.86

	VR2-7
	8374.0
	4623.3
	1.81

	VR2-8
	8374.2
	4623.4
	1.81


Based on the results in Table 5,  may be a reasonable ratio for sliced-based traffic model. Moreover, according to the SA4 raw data, there are 8 slices per frame, of which I slices and P slices account for N1 = 1 and N2 = 7 respectively.
In the meantime, the critical parameters for GoP-based traffic model are average packet size ratio, the number of I-frame K1 per GoP and the number of P-frames K2 per GoP. With these three parameters, bit rates, mean packet size and frame numbers within a given duration for I or P frames can be derived accordingly.
Table 6 Summary of mean packet size ratio for GoP-based traffic model
	Configuration
	I- frame Mean Packet size
(Byte)
	P-frame Mean Packet size
(Byte)
	Mean Packet size ratio

	VR2-5
	5534.0
	2583.4
	2.14


Based on the results in Table 6,  may be a reasonable ratio for GoP-based traffic model. Moreover, according to the SA4 raw data, there are 8 frames per GoP, of which I frames and P frames account for K1 = 1 and K2 = 7 respectively.
In addition, according to the agreement in RAN1#104bis-e meeting, the relationship between standard deviation / maximum / minimum packet size w.r.t mean packet size, that is (STD, MAX, MIN) = [10.5, 150, 50]% * mean packet size, can be also considered for the I slice/frame stream traffic modeling.
· KPI for multi-stream
In case of I-stream and P-stream per UE in DL, we think a UE is declared a satisfied UE if more than X1 (%) of I-streams are successfully delivered within a given air interface PDB1 as well as more than X2 (%) of P-streams are successfully delivered within a given air interface PDB2. Hence, the KPI for I-streams (X1, PDB1) and the KPI for P-streams (X2, PDB2) should be determined.
For sliced-based traffic model, I-slices and P-slices arrive at the same time. Hence, we have PDB1 = PDB2 = PDB. According to the agreement in RAN1#104-e meeting, the baseline PDB is 10 ms for AR/VR, while the baseline PDB is 15ms for CG, which have already been well evaluated in single stream simulation. Hence, the optional PDB for AR/VR and CG in the agreement are able to be considered in multi-stream simulation, in order to obtain more simulation results with respect to the current agreement. To this end, for the AR/VR traffic, we have PDB = 20ms, while PDB = 30ms for CG traffic. Moreover, I/P slice should exhibit a certain level of reliability differentiation, 1% and 10% may be a reasonable packet error rate for I-slices and P-slices, respectively. Then we have a typical KPI for I-slices and P-slices:
· AR/VR: I-slices: (99%, 20ms), P-slices: (90%, 20ms)
· CG: I-slices:(99%, 30ms), P-slices:(90%, 30ms)
For GoP-based traffic model, there are two methods for I-frame and P-frame KPI determination. On the one hand, I-frames are more important than P-frames in a GoP so that higher reliability for I-frames should be considered to ensure the reliability of I-frame transmission. In this case, the typical KPI for I-frames and P-frames is similar to that of sliced-based traffic model mentioned above:
· I-frames: (99%, 10ms), P-frames:(90%, 10ms)
On the other hand, given a fixed delay requirement for a GoP, P-frames have more stringent PDB than I-frames, owing to the structure of GoP. In this case, the typical KPI for I-frames and P-frames is:
· I-frames: (99%, 15ms), P-frames:(99%, 10ms)
In a word, the parameters of I/P frame modelling are shown in Table 7
Table 7 Summary of parameters for I/P-frame modelling
	Application
	AR/VR/CG

	Two stream data
	Stream #1: I-frame
Stream #2: P-frame

	
	Option 1 Sliced-based
	Option 2: Frame-based (GoP)

	Structure
	A frame consists of:
Number of Stream #1: 1
Number of Stream #2: 7
	A GoP consists of:
Number of Stream #1: 1
Number of Stream #2: 7

	Frame per second
	Stream #1: 60FPS
Stream #2: 60FPS
	Stream #1 + Stream #2 = 60FPS

	Average packet size ratio
	Stream #1 : Stream #2 = 2:1
	Stream #1 : Stream #2 = 2:1

	(PSR, PDB)
	AR/VR:
Stream #1: (99%, 20ms)
Stream #2: (90%, 20ms)
CG:
Stream #1: (99%, 20ms)
Stream #2: (90%, 20ms)
	Option 1:
Stream #1: (99%, 10ms)
Stream #2: (90%, 10ms)
Option 2:
Stream #1: (99%, 15ms)
Stream #2: (99%, 10ms)



Based on the above discussion, we make the following proposal for I/P stream modelling:
[bookmark: _Toc26894]Further discussion in RAN1 the parameters of I/P stream modelling for DL video stream and parameters in table 7 can be regarded as starting point.
Table 7 Summary of parameters for I/P stream modelling
	Application
	AR/VR/CG

	Two stream data
	Stream #1: I-frame
Stream #2: P-frame

	
	Option 1 Sliced-based
	Option 2: Frame-based (GoP)

	Structure
	A frame consists of:
Number of Stream #1: 1
Number of Stream #2: 7
	A GoP consists of:
Number of Stream #1: 1
Number of Stream #2: 7

	Frame per second
	Stream #1: 60FPS
Stream #2: 60FPS
	Stream #1 + Stream #2 = 60FPS

	Average packet size ratio
	Stream #1 : Stream #2 = 2:1
	Stream #1 : Stream #2 = 2:1

	(PSR, PDB)
	AR/VR:
Stream #1: (99%, 20ms)
Stream #2: (90%, 20ms)
CG:
Stream #1: (99%, 20ms)
Stream #2: (90%, 20ms)
	Option 1:
Stream #1: (99%, 10ms)
Stream #2: (90%, 10ms)
Option 2:
Stream #1: (99%, 15ms)
Stream #2: (99%, 10ms)



4.2 FoV & Non-FoV
According to SA4 input [8], FoV and non-FoV traffic model is distinctive of the VR1 traffic, where non-FoV stream can be regarded as the background of 360°video in relatively low resolution, while FoV stream is the 18 tiles in high resolution to enhance the scene of the user’s current viewpoint.
From our company’s perspective, similar with the I/P-frame modelling, the FoV and non-FoV modelling has the two options as follow.
Option 1:   FoV stream and non-FoV stream are integrated in one frame for encoding and transmission as shown in Figure 1. Hence, this modelling is similar to sliced-based traffic model of I/P-stream modelling.
[image: ]
Figure 1 Option1 for FoV and non-FoV modelling
Option 2: FoV stream and non-FoV stream are two separate streams with different bit rate and periodicity. In detail, FoV stream is divided into multiple tiles to encode and transmission as shown in Figure 2. 
[image: ]
Figure 2 Option2 for FoV and non-FoV modelling
In addition, SA4 input [8] has presented some reference configuration for FoV and non-FoV modelling as follows.
	Sa4V200614
· Frame Setting: 30fps
· Data rate range:
· per tiled streaming: 0.71~1.43 Mbps
· FoV Area Streaming: (0.71~1.43)*18 Mbps
· low-resolution 4K omnidirectional streaming: 6-8Mbps
· E2E Downlink Budget:
· 50ms
· Packet size distribution: fixed size as 1500 bytes
...


For KPIs of FoV and non-FoV stream are similar to those of I-frame and P-frame. FoV stream is the high resolution scene to enhance the scene of users’ current viewpoint. The quality of FoV stream transmission directly determines user experience. As a result, it seems that FoV stream has higher importance similarly to I-frame in multi-stream video traffic so that FoV stream may have more stringent KPI per UE than non FoV stream. 
Therefore, we have the following initial configuration from our perspective for FoV and non-FoV modelling. 
Table 8 Initial Parameters of FoV and non-FoV stream modelling
	Application
	VR1

	Two Stream Data
	Stream #1: FoV stream
Stream #2: Non-FoV stream

	
	Option 1: Sliced based traffic model
	Option 2: Two separate streams

	Structure
	A frame consists of:
Stream #1: 1 (18 tiles)
Stream #2: 1
	A Group of Tiles consist of:
Stream #1: 18 tiles 
Stream #2: 1

	Frame Per Second
	Stream #1: 30FPS
Stream #2: 30FPS
	Stream #1: 540 tiles per second
Stream #2: 30FPS

	Data Rate
	Stream #1: 12.78 Mbps
Stream #2: 8Mbps
	Stream #1: 12.78Mbps (the aggregated data rate of the 18 tiles within a group of tiles)
Stream #2: 8Mbps

	(PSR, PDB)
	Stream #1: (99%, 20ms)
Stream #2: (90%, 20ms)
	Stream #1: (99%, 10ms)
Stream #2: (90%, 10ms)


Based on the discussion above, we make the following proposal for FoV and non-FoV modelling.
[bookmark: _Toc31285]Further discussion in RAN1 the parameters of FoV and non-FoV stream modelling for DL 360°video stream and parameters in table 8 can be regarded as starting point.
Table 8 Initial Parameters of FoV and non-FoV stream modelling
	Application
	VR1

	Two Stream Data
	Stream #1: FoV stream
Stream #2: Non-FoV stream

	
	Option 1: sliced based traffic model
	Option 2: Two separate streams

	Structure
	A frame consists of:
Stream #1: 1 (18 tiles)
Stream #2: 1
	A Group of Tiles consist of:
Stream #1: 18 tiles 
Stream #2: 1

	Frame Per Second
	Stream #1: 30FPS
Stream #2: 30FPS
	Stream #1: 540 tiles per second
Stream #2: 30FPS

	Data Rate
	Stream #1: 12.78 Mbps
Stream #2: 8Mbps
	Stream #1: 12.78Mbps (the aggregated data rate of the 18 tiles within a group of tiles)
Stream #2: 8Mbps

	(PSR, PDB)
	Stream #1: (99%, 20ms)
Stream #2: (90%, 20ms)
	Stream #1: (99%, 10ms)
Stream #2: (90%, 10ms)



[bookmark: _Toc29089][bookmark: _Toc82][bookmark: _Toc525][bookmark: _Toc29400]Conclusion
According to the discussion above, we prefer to discuss/adopt the following observations/proposals:
Observation 1: There is maximum 7% capacity gain for single eye traffic in high system load , compared to dual eye traffic in indoor house scenario, when bit rate is 45Mbps.

Proposal 1: The simulation results based on traffic for dual eye buffer is enough to present the system capacity. And companies can provide the results based on traffic for single eye buffer optionally.
Proposal 2: Confirm the note on 60ms as baseline for the PDB of stream including video. Other reasonable PDB values can be evaluated optionally.
Proposal 3: Further discussion in RAN1 the parameters of I/P stream modelling for DL video stream and parameters in table 7 can be regarded as starting point.
Table 7 Summary of parameters for I/P stream modelling
	Application
	AR/VR/CG

	Two stream data
	Stream #1: I-frame
Stream #2: P-frame

	
	Option 1 Sliced-based
	Option 2: Frame-based (GoP)

	Structure
	A frame consists of:
Number of Stream #1: 1
Number of Stream #2: 7
	A GoP consists of:
Number of Stream #1: 1
Number of Stream #2: 7

	Frame per second
	Stream #1: 60FPS
Stream #2: 60FPS
	Stream #1 + Stream #2 = 60FPS

	Average packet size ratio
	Stream #1 : Stream #2 = 2:1
	Stream #1 : Stream #2 = 2:1

	(PSR, PDB)
	AR/VR:
Stream #1: (99%, 20ms)
Stream #2: (90%, 20ms)
CG:
Stream #1: (99%, 20ms)
Stream #2: (90%, 20ms)
	Option 1:
Stream #1: (99%, 10ms)
Stream #2: (90%, 10ms)
Option 2:
Stream #1: (99%, 15ms)
Stream #2: (99%, 10ms)



Proposal 4: Further discussion in RAN1 the parameters of FoV and non-FoV stream modelling for DL 360°video stream and parameters in table 8 can be regarded as starting point.
Table 8 Initial Parameters of FoV and non-FoV stream modelling
	Application
	VR1

	Two Stream Data
	Stream #1: FoV stream
Stream #2: Non-FoV stream

	
	Option 1: sliced based traffic model
	Option 2: Two separate streams

	Structure
	A frame consists of:
Stream #1: 1 (18 tiles)
Stream #2: 1
	A Group of Tiles consist of:
Stream #1: 18 tiles 
Stream #2: 1

	Frame Per Second
	Stream #1: 30FPS
Stream #2: 30FPS
	Stream #1: 540 tiles per second
Stream #2: 30FPS

	Data Rate
	Stream #1: 12.78 Mbps
Stream #2: 8Mbps
	Stream #1: 12.78Mbps (the aggregated data rate of the 18 tiles within a group of tiles)
Stream #2: 8Mbps

	(PSR, PDB)
	Stream #1: (99%, 20ms)
Stream #2: (90%, 20ms)
	Stream #1: (99%, 10ms)
Stream #2: (90%, 10ms)
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