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Introduction

The revised SID on XR evaluations for NR was approved in RAN#91 [1]. The ongoing RAN1 system-level performance evaluations assess to what extent and how well existing NR can support XR and CG applications in relevant deployment scenarios. In this contribution we discuss several potential areas of XR and CG related improvements for NR.


Scheduling

R15 NR supports SPS and configured grants to allow for L1 overhead reduction and for simplified gNB scheduling implementation with certain types of scheduled traffic.

R16 NR introduced several enhancements motivated by URLCC type of applications characterized by small data payloads of usually constant size. The percentage of radio resources that needs to be reserved is relatively small. Those assumptions do not typically hold for XR applications as neither the data packets or the data rates are small and data packet sizes can materially vary.

From XR evaluations it has become clear that the R15 NR integer number of slots allocation periodicities for semi-persistent type of scheduling is not a good fit for XR media codecs at 60/90/120 fps. Another limitation is that the instantaneous payload size for typical XR applications can grow quite large, e.g., several hundred of kbps for 60 fps. Using R15 NR, delivery of multiple TBs within the limits of the stringent XR latency budget is therefore required. Like many other media codecs, XR codecs use rate adaptation and implement error correction & concealment. This results in a need to re-configure semi-persistent type of grants frequently, because TBs delivered to L1 can and will typically vary in size over time.

Proposal 1:
Improvements for XR should include better support for semi-persistent allocations to allow for higher instantaneous data rates, efficient delivery of multiple TBs, and increased flexibility to adapt configured grant allocations to source code rates.

Another important consideration is the PDCCH blocking probability. This was not a major concern for NR R15 eMBB, because for a relatively small number of scheduled UEs per slot, managing blocking probability with properly configured CORESETs and PDCCH monitoring patterns is typically much less a concern that maintaining the PDCCH BLER and DL link adaptation. If blocking occurred, a UE could still be scheduled in one of the following slots because the eMBB Uu latency requirements can absorb a scheduling delay incurred by PDCCH blocking.

This is different for XR (and URLLC) where the Uu latency budget is much more stringent. For URLLC, traffic is sparse, scheduling is prioritized over eMBB, and many applications can rely on SPS/CG transmissions. For XR, depending on the number of UEs that need to be simultaneously scheduled and their instantaneous data rates, the PDCCH blocking probability can become a limiting factor for achieving the PDB as scheduling decisions cannot always be deferred to following slots, especially for TDD.

Proposal 2:
Improvements for XR should support solutions to maintain PDCCH blocking probabilities at levels sufficiently (e.g. an order of magnitude) below the PDCCH BLER in presence of high instantaneous data rates and tight Uu latency budgets.

Overall device power consumption when supporting XR and CG type of applications is important. Even if power consumption in the displays and incurred by video processing and rendering will be significant, power consumption in the UE modem is a large contributing factor to the total power consumption. 

As is known, there is an inherent trade-off between incurred transmission latency and achievable power-saving gains when operating in RRC_CONNECTED mode. C-DRX can efficiently operate for as long as expected DL Rx and UL Tx scheduling in presence of DRX can match traffic characteristics reasonably well. It is clear that XR type of applications are more challenging to support than eMBB when configured with R15 DRX. Much less delay can be tolerated to start transmitting to an XR device configured with C-DRX and much less time is available to efficiently schedule such a UE during the DRX on-period. Similar to limitations observed with configured grant allocation periodicities as by R15 & R16, DRX cycle lengths and counters need to better match XR traffic characteristics in presence of real-life scheduling.

Proposal 3:
Improvements for XR should include solutions that allow reduced UE power consumption under the PDB constraints when in RRC_CONNECTED mode and configured with C-DRX.


Mobility

Mobility support and consistency of service is one key requirement for XR and CG type of applications. Like for other wireless applications when users are “on the move”, it is important that mobility events are not disruptive to ongoing sessions.

However, the focus of the system-level evaluations in the context of the R17 XR SI is on indoor and dense urban scenarios where user mobility is limited.

This is motivated by the fact that the current bottleneck for XR type of devices is still display and rendering technology or the form factor of such devices which often limit the practical use of such devices to low-mobility scenarios or eliminate the need for a cellular modem altogether. Over time, this may be expected to change. Therefore, ensuring mobility and consistency of service is of most immediate interest when considering CG or AR type of use cases at pedestrian or city-grid vehicular speeds. 

R16 NR introduced 2 improvements for better mobility handling, 2-step RACH and DAPS.

Synchronization to the target cell dominates the delay budget before a handover can be instantiated and the service interruption time with 2-step RACH will still be in the order of 35-40ms. This results in loss of XR codec packets at the application layer. DAPS is designed to keep the interruption time to zero, because the UE maintains the ongoing link with the source cell while establishing the link to the target cell. DAPS has limitations. It can’t be used for FR2, CA or DC. The possibility of asynchronous reception of signals received from source and target cells by the UE modem results in implementation complexity even in FR1 and with single-carrier operation.

Despite these well-identified shortcomings of R16 NR, we think that improved mobility support for XR type of applications can be deprioritized in the short-term as it is not critical in meeting the XR KPIs and mobility events are generally unlikely for the prioritized XR scenarios. 

Proposal 4
Improvements to XR should not include mobility enhancements specific to XR or CG type of applications.


Conclusions

This contribution provides our views on the need for several potential areas of improvements for NR to efficiently support XR and CG type of applications. We propose:

Proposal 1:
Improvements for XR should include better support for semi-persistent allocations to allow for higher instantaneous data rates, efficient delivery of multiple TBs, and increased flexibility to adapt configured grant allocations to source code rates.

Proposal 2:
Improvements for XR should support solutions to maintain PDCCH blocking probabilities at levels sufficiently (e.g. an order of magnitude) below the PDCCH BLER in presence of high instantaneous data rates and tight Uu latency budgets.

Proposal 3:
Improvements for XR should include solutions that allow reduced UE power consumption under the PDB constraints when in RRC_CONNECTED mode and configured with C-DRX.

Proposal 4
Improvements to XR should not include mobility enhancements specific to XR or CG type of applications.
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