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[bookmark: _Toc54284037] Introduction
At RAN1 #104bis-e, some agreements were made regarding XR traffic models, and there are also some open issues.

In this contribution we provide our views on those open issues in XR traffic models. 
[bookmark: _Toc54284038]XR use cases
In SID of Rel-17 XR study, the use cases are enumerated below:

The following applications are to be considered as starting points for this study: 
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.

At RAN1 #103-e, the following was agreed:
Agreement:
XR applications
RAN1 confirms that diverse applications of VR1/2, AR1/2, CG are of interest for study. Potential prioritization/down selection of these applications for evaluation is to be discussed after detailed traffic models and relevant evaluation assumptions are stable.
· FFS: other applications, e.g., XR conferencing

In SA4 traffic modeling details concerning VR2, AR2 and Could gaming are being finalized; and traffic modeling details for VR1 and AR1 will be made available after the SA4 meeting in February 2021. Between AR2 and VR2, much of VR2 modeling details are re-used in AR2, and important modeling details specific for AR2 are also available in SA4’s discussion.  
[bookmark: _Toc54284039]XR traffic models
[bookmark: _Toc54284043]Discussion on traffic models
[bookmark: _Toc54284045]Multiple data flows

For XR use cases discussed in SA4, video stream, audio stream, and UE pose/control streams all need to be transmitted or received by the UE.  First thing we note is that those traffics’ periodicities can be different, for example video stream can be generated at 60, 90 or 120 frames per second, but a packet is generated very 20 milliseconds for an audio stream. And their sensitivity to packet loss and latency can be also different, in another word they have different QoS requirements. From that, it is not suitable to lump the traffics for all them in the same data flow, that would force the same treatment for gNB for them. For that reason, it is important to model multiple data flows with different QoS requirements.

In general, the agreements from RAN1 are conducive to the study of multiple flow aspects of XR traffic. 
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Figure 5 Multiple data flows for XR service
Open issues in traffic models
At RAN1 #104bis-e, the following was agreed regarding DL XR traffic models:

Agreement:
In addition to single stream per UE in DL which is baseline, two streams can be optionally evaluated for DL
· Option 1: I-frame + P-frame
· Option 1A: slice-based traffic model
· Option 1B: Group-Of-Picture (GOP) based traffic model
· Option 2: video + audio/data 
· Option 3: FOV + omnidirectional stream
· Companies should report detailed assumptions in their simulations on packet size distribution for each stream, packet arrival interval (or fps) for each stream, PDB for each stream, PER requirement for each stream, criteria for being satisfied.
· Companies should strive to align the parameter values for the options chosen as much as possible
· FFS: Whether audio stream is separate or aggregated with the data stream in option 2 (Intention of option 2 is not to create a 3 stream option)

It can be observed that full evaluation details are still missing, in contrast to their counterparts in the UL traffic models. Especially for Option-2, the traffic details for the uplink traffic model (Option 3) can be easily reused. We have 

Proposal 1: 
For DL traffic model Option 2, the audio/data flow is modeled with:
· A stream aggregating streams of audio and data 
· Periodicity: 10ms
· Data rate: 0.756 Mbps/s or 1.12 Mbps 
· Packet size: determined by periodicity and data rate
· PDB: 30 ms 


Also one question was raised during online discussion regarding Option 2: i.e. whether the audio stream is separate or aggregated with the data stream in Option 2. From our evaluation on bundling traffic flows of data/audio stream and the video stream in downlink and uplink [10], visible difference identified in the latency distribution between two transmission strategies:
1. With strategy 1, the video stream and the audio/data stream are modelled separately, and a packet with the audio/data stream can be transmitted right away at its arrival at the UE.  
2. With strategy 2, the transmission of a packet with the audio/data stream always piggybacks on the transmission of a packet of the video stream. 

By comparing the simulation results, we would like to see whether merging the audio/data stream and the video stream is feasible or not for DL and UL traffic modeling.  At least between the video stream and the audio/data stream, we see the importance of modelling the video stream and the audio/data stream separately. As can be seen from the SA4 traffic models, for AR2, there are separate flows for audio and data. Due to their similar QoS requirements, we support the merging of the data flow and the audio flow into a single flow in the XR traffic study. We are also open to study capturing the difference between the audio flow and the data flow, as their QoS requirements are similar but not identical.

On the uplink traffic model part, the following was agreed at RAN1 #104bis-e:

Agreement:
For evaluations of AR in UL:
· Option 1 (Baseline for power and capacity evaluations): Two streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: A stream aggregating streams of scene, video, data, and audio. 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Option 2 (Optional for power evaluation and baseline for capacity evaluation): Single stream as defined below 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Option 3 (Optional): Three streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: A stream aggregating streams of scene and video 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Stream 3: A stream aggregating streams of audio and data 
· Periodicity: 10ms
· Data rate: 0.756 Mbps/s or 1.12 Mbps 
· Packet size: determined by periodicity and data rate
· PDB: 30 ms 
· Option 4 (Optional): Three streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: I-stream for video 
· Stream 3: P-stream for video
· Note: For stream 2 and stream 3, the I/P-stream model for DL video can be reused for UL video.  Companies should report detailed assumptions in their simulations on packet size distribution for each stream, packet arrival interval (or fps) for each stream, PDB for each stream, PER requirement for each stream, criteria to be satisfied UE.
· Companies should strive to align the parameter values for the options chosen as much as possible
· Note: Above PDB values in [ ] for Stream 2 in Option 1 and 3, and Option 2 are to be further discussed and potentially confirmed in RAN1#105-e, where other values can be also discussed if needed.
· In case multiple steams are evaluated for UL AR, a UE is declared as satisfied only when each stream meets the requirement that X (%) of packets are successfully delivered within a given air interface PDB. 
· X value for pose/control: follow X values for pose/control for CG/VR
· X value for other stream: follow X values for DL video stream.

There are several open issues:
· The delay bound for the video stream in options 1/2/3.

As the end-to-end delay budget is given for each flow, how to convert the end-to-end delay budget to the air interface delay which is more relevant to the RAN1 evaluation should be studied. One can also note that the end-to-end delay budget is typically as range rather than a single number. Then depending which number in the E2E delay budget range is chosen, the resulted air interface delay can be different too. Among all the choices, we believe it is reasonable to assume a symmetric delay budget for both downlink and uplink:  for two UEs  (UE 1 and UE 2) with respective NR networks engaged in an AR2 (XR conversational) application, the uplink data flow from UE 1 is the downlink data flow from UE 2, and vice versa. from that we have  

Proposal 2: The Packet delay budget for the video stream in UL traffic models Option 1/2/3 is 10 ms.

We also observe the traffic models for XR are rather complicated, and RAN1 discussion on traffic models should use the inputs from SA4 and takes possible simplification, traffic model discussion in RAN1 with many media specific aspects outside RAN1’s expertise should be avoided. 
Conclusion
In this contribution, we discuss remaining issues in XR traffic models. We have

Proposal 1: 
For DL traffic model Option 2, the audio/data flow is modeled with:
· A stream aggregating streams of audio and data 
· Periodicity: 10ms
· Data rate: 0.756 Mbps/s or 1.12 Mbps 
· Packet size: determined by periodicity and data rate
· PDB: 30 ms 

Proposal 2: The Packet delay budget for the video stream in UL traffic models Option 1/2/3 is 10 ms.
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Appendix

Review on SA4 traffic models
In SA4 [10][8][9] different approaches are adopted for the modeling of traffic flows, for video streams, trace-based approach has been considered, for other data flows, statistical models or characteristics have been used. SA4 has discussed a number of XR applications, including VR2, AR2 and cloud gaming. For AR2, the overview of SA4 study with many details is provided in Appendix, some salient points of AR2 (XR conversational) are captured below. 
Review on SA4 traffic model for AR2 [10]
	Media
	Format and Model
	E2E Latency requirement

	2D Video is split rendering
	1080p or 4K (2 eyes)
same model as split rendering for DL
	60ms
100ms 

	3/6 DOF Pose
	Same as for VR2 for UL
	UL: 5-10 ms

	Video + Depth
	1080p, Capped VBR 10/20 Mbit/s for UL
	Conversational 100ms, 200ms

	Front Facing Camera*
	720p, CBR 3 Mbit/s for UL
	Conversational
100ms, 200ms

	Audio (MPEG-H)
	256/512 kbps for both UL/DL
	Conversational 100ms, 200ms

	Data Stream
	0.5 Mbps for both UL/DL
	Conversational 100ms, 200ms



For AR2, in the downlink, there are 3 data flows [8]:
· 2D video (leverage the modeling work of split rendering)
· Audio 
· Data stream 
For AR2 in the uplink, there are 5 data flows [8]:
· Video + Depth
· Front facing Camera
· 3/6 DOF Pose
· Audio
· Data stream 
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