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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction

In RAN1#104bis-e, the following agreements were made on the traffic model for XR evaluations [1].Agreement: 
Jitter for DL video stream for the case of a single stream per UE 
· J is drawn from a truncated Gaussian distribution:
· Mean: 0 ms
· STD: 2 ms
· Range: [-4, 4] ms (baseline), [-5, 5] ms (optional)
· Note: The values are set to ensure that packet arrivals are in order (i.e., arrival time of next packet is always larger than that of the previous packet) rather than the real measurement
· Other values can be optionally evaluated
· Note: The above parameters for random variable J are effectively identical to the following parameter values because air interface PDB (e.g., 10ms or 15ms) applies from the point when each packet arrives at gNB as agreed in RAN1#104-e.
· Mean: 4 ms (baseline), 5ms (optional)
· STD: 2 ms
· Range: [0, 8] ms (baseline), [0, 10] ms (optional)
· Other values can be optionally evaluated

Agreement: 
Parameters of Truncated Gaussian distribution for packet size of DL video stream in case of single stream evaluation (note: these parameter values are those before the truncation):
· [STD, Max, Min]: [10.5, 150, 50]% of Mean packet size
· Other values that can be used for evaluation: [STD, Max, Min] = [4, 112, 88] % of Mean for single eye buffer, [3, 109, 91] % of Mean for dual eye buffer
· FFS: Whether and how to evaluate single eye and dual eye buffer
· Note: Companies report the values used in their simulation results.
· Note: There is no consensus that the [10.5, 150, 50]% of mean packet size is the best set of parameters

Agreement:
· Option 1 (Baseline for power and capacity evaluations): Two streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: A stream aggregating streams of scene, video, data, and audio. 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Option 2 (Optional for power evaluation and baseline for capacity evaluation): Single stream as defined below 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps



· Option 2 (Optional for power evaluation and baseline for capacity evaluation): Single stream as defined below 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Option 3 (Optional): Three streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: A stream aggregating streams of scene and video 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Stream 3: A stream aggregating streams of audio and data 
· Periodicity: 10ms
· Data rate: 0.756 Mbps/s or 1.12 Mbps 
· Packet size: determined by periodicity and data rate
· PDB: 30 ms 
· Option 4 (Optional): Three streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: I-stream for video 
· Stream 3: P-stream for video
· Note: For stream 2 and stream 3, the I/P-stream model for DL video can be reused for UL video.  Companies should report detailed assumptions in their simulations on packet size distribution for each stream, packet arrival interval (or fps) for each stream, PDB for each stream, PER requirement for each stream, criteria to be satisfied UE.
· Companies should strive to align the parameter values for the options chosen as much as possible
· Note: Above PDB values in [ ] for Stream 2 in Option 1 and 3, and Option 2 are to be further discussed and potentially confirmed in RAN1#105-e, where other values can be also discussed if needed.
· In case multiple steams are evaluated for UL AR, a UE is declared as satisfied only when each stream meets the requirement that X (%) of packets are successfully delivered within a given air interface PDB. 
· X value for pose/control: follow X values for pose/control for CG/VR
· X value for other stream: follow X values for DL video stream.



In this paper, we provide SA4 trace analysis and discuss the remaining issues.

2. SA4 trace analysis (focusing on VR2)
Overview:
In [2] SA4 provided an overview of software tools, trace formats and configurations for VR2, CG and AR2 traffic. The document also provides initial recommended configurations for each of the above scenarios and provides relevant P-Traces. An overview of the different software modules and APIs that are provided for the purposes of RAN1 simulation is shown in the following

[image: ]Figure 1: Overview of RAN evaluation framework
Figure 1: Overview of RAN evaluation framework


The following describes the individual functional blocks shown above and specifically the details for VR2 use-case is indicated below:
Content Model
This block provides typical characteristics for the XR content model for video, audio and potentially other data. This content is rendered for XR/CG consumption. For VR2
0. [bookmark: _Hlk61474385]Game output with 2 eye buffers at 2Kx2K at 60 fps, 8bit.
0. Content and Trace Preview is here: http://dash.akamaized.net/WAVE/3GPP/XRTraffic/Traces/Qualcomm-VR2
0. No audio
Encoding Model
This functional block provides the details for the content encoding in order to meet certain objectives. This includes the generation of sequences of application data units (slices, video frames, audio frames, etc.) and the incurred timestamp of each of the units is available.
a. HEVC model as defined in S4aV200575 
b. target bitrate 30 Mbit/s, equally split across eye buffers, independently encoded.
c. Pre-encoding delay: Encoder pre-delay is varying between 10 to 20ms
Encoding delay is modelled to vary with truncated Gaussian
Content Delivery Model: 
This functional block provides details on content delivery, for example packetization, delay jitter, but possibly also more sophisticated models such as retransmission, TCP operations and so on. This also includes emulation of 5G Core Network. It produces packet traces (timestamp and size of each packet) based on traces of application data units. For VR2:
a. Edge/Cloud to gNB bitrate is 1.5 media bitrate 
The following configurations are recommended with priority according to order in [5]. 








	Configuration
	Basic Content Parameters

	VR2-1
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-2
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 

	VR2-3
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, 1500 byte max packet size packets

	VR2-4
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, unlimited packet size 

	VR2-5
	1 slice per eye buffer, every 8th frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-6
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffers sent interleaved, 1500 byte max packet size 

	[bookmark: _Ref68595200]VR2-7[footnoteRef:1] [1:  This configuration is not mentioned in [5]] 

	8 slices per eye buffer, 1 slice per frame is intra coded, 45Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size packets

	VR2-81
	8 slices per eye buffer, 1 slice per frame is intra coded, 45Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size



2.1 P-Trace analysis for VR2

A summary of the P-Trace analysis for VR2 use-case based on the configurations VR2-1 to VR2-8 is shown below.


	
	VR2-1
	VR2-3
	VR2-5
	VR2-7
	VR2-2
	VR2-4
	VR2-8

	#slice per eye buffer
	8
	8
	1
	8
	8
	8
	8

	
	1 slice per frame is intra coded
	1 slice per frame is intra coded
	every 8th frame is intra coded
	1 slice per frame is intra coded
	1 slice per frame is intra coded
	1 slice per frame is intra coded
	1 slice per frame is intra coded

	Target bitrate
	30Mbit/s capped VBR with window 200ms
	30Mbit/s CBR with window 1 frame
	30Mbit/s capped VBR with window 200ms
	45Mbit/s capped VBR with window 200ms
	30Mbit/s capped VBR with window 200ms
	30Mbit/s CBR with window 1 frame
	45Mbit/s capped VBR with window 200ms

	Max packet size (byte)
	1500 byte max packet size
	1500 byte max packet size packets
	1500 byte max packet size
	1500 byte max packet size
	unlimited packet size
	unlimited packet size
	unlimited packet size

	Bitrate (Mbps)
	28.81
	29.83
	26.15
	41.01
	28.15
	29.15
	40.08

	mean. frame-size (kbytes)
	59.02
	61.12
	53.58
	84.02
	57.68
	59.73
	82.11

	max/mean. frame-size
	1.18
	1.06
	1.94
	1.24
	1.23
	1.06
	1.23

	min/mean frame-size
	0.48
	0.93
	0.24
	0.34
	0.48
	0.94
	0.34

	std/mean frame-size
	0.07
	0.02
	0.12
	0.14
	0.07
	0.02
	0.14



Observations-1:
· for CBR configurations the frame-size variations are quite small
· the max/mean frame-size ratio is ~ 1.06
· the min/mean frame-size ratio is ~0.93
· the std/mean frame-size ratio is ~0.02
· for VBR configurations the frame-size variations are larger
· the max/mean frame-size ratio is ~ 1.18 – 1.94 with smaller ratios corresponding to 8 slice/eye buffer case while large ratio corresponding to 1 slice case
· the min/mean frame-size ratio is ~ 0.24 – 0.48 with larger ratios corresponding to 8 slice/eye buffer case while small ratio corresponding to 1 slice case
· the std/mean frame-size ratio is ~ 0.07 – 0.14 

The detailed analysis for the above configurations are shown below:
2.1.1 1500 byte max packet size cases (VR2-1, VR2-3, VR2-5, VR2-7)

	[image: ]
Figure 2: Bitrate variation around target bitrate
	[image: ]
Figure 3: packet-size CDFs (max 1.5 kbyte)
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Figure 4: frame-size probability (calculated from P-trace)
	[image: ]
Figure 5: frame-size CDFs (calculated from P-trace)
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Figure 6: # of packets vs frame-size scatter plot
	[image: ]
Figure 7: burst-length (ms) vs frame-size scatter plot



2.1.2 Unlimited max packet size configurations (VR2-2, VR2-4, VR2-8)

	[image: ]
Figure 8: Bitrate variation around target bitrate
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Figure 9: packet-size CDFs (max unlimited)
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Figure 10: frame-size probability (calculated from P-trace)
	[image: ]
Figure 11: frame-size CDFs (calculated from P-trace)
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Figure 12:# of packets vs frame-size scatter plot
	[image: ]
Figure 13: burst-length (ms) vs frame-size scatter plot



Observations-2:
We observe that
· there is significant variation in traffic observed at L2 (P-trace) for a given content model (V-trace) and use-case example: VR2 30 Mbps 2 eye buffers at 2Kx2K at 60 fps, 8bit
· this variation is due to encoding model (slices, encoding delay, etc.) and content delivery model (packetization etc.)
· distribution of frame-size based on P-trace is asymmetric (heavy tail below mean, light tail above mean) 

2.1.3 Jitter

The statistics of the inter-arrival time obtained from P-trace is shown in Figure 14. As P-trace has multiple packets for each rendering instant, the i-th inter-arrival time (a point on the CDF) is defined as the time interval between the first packet of the i-th rendering instant and the first packet of the (i+1)-th rendering instant.
[image: ][image: ]
[bookmark: _Ref71626595]Figure 14: CDF of packet inter arrival time

	
	VR2-1
	VR2-3
	VR2-5
	VR2-7
	VR2-2
	VR2-4
	VR2-8

	Mean (ms)
	16.67
	16.67
	16.67
	16.67
	16.67
	16.67
	16.67

	STD (ms)
	6.03
	5.83
	6.55
	6.13
	6.14
	5.84
	6.22

	Min (ms)
	6.60
	10.30
	2.76
	5.16
	6.61
	7.87
	4.81

	Max (ms)
	35.53
	35.42
	37.79
	35.08
	35.47
	35.53
	35.29



The jitter statistics can be obtained by subtracting the mean from the inter-arrival time samples. The following table shows the jitter statistics.

	
	VR2-1
	VR2-3
	VR2-5
	VR2-7
	VR2-2
	VR2-4
	VR2-8

	Mean(ms)
	0
	0
	0
	0
	0
	0
	0

	STD (ms)
	6.03
	5.83
	6.55
	6.13
	6.14
	5.84
	6.22

	Min (ms)
	-10.06
	-6.36
	-13.90
	-11.50
	-10.05
	-8.79
	-11.86

	Max (ms)
	18.86
	18.75
	21.13
	18.42
	18.80
	18.86
	18.61




Observations-3:
We observe that 
· the jitter std is ~ 5.83 – 6.55 with smaller values corresponding to CBR with window 1 frame, while the largest corresponding to the configuration where every 8th frame is intra coded.

3. UL AR traffic model
3.1 PDB requirement

For UL AR, PDB values for Stream 2 (a stream aggregating streams of scene, video, data, and audio) are to be further discussed and potentially confirmed in RAN1#105-e. The requirements for AR2 in UL are provided in S4aV200640. Considering the E2E latency requirement for XR conversational is 100m-200ms, it seems reasonable to set the uplink PDB requirement to 60ms for stream 2.


[image: ]


	Media
	Format and Model
	E2E Latency requirement

	3/6DOF Pose
	Same as for split rendering
	UL: 5-10 ms

	Video + Depth
	1080p, Capped VBR 10/20 Mbit/s for UL
	Conversational 100ms, 200ms

	2D Video is split rendering
	1080p or 4K (2 eyes)
same model as split rendering
	60ms
100ms 

	Front Facing Camera*
	720p, CBR 3 Mbit/s for UL
	Conversational
100ms, 200ms

	Audio (MPEG-H)
	256/512 kbps for both UL/DL
	Conversational 100ms, 200ms

	Data Stream
	0.5 Mbps for both UL/DL
	Conversational 100ms, 200ms


Proposal 1: Based on SA4 discussions for XR conversational, 60 ms uplink PDB seems reasonable (for a E2E latency budget of 100ms - 200ms)

4. Conclusions
Observations-1 (from SA4 trace):
· for CBR configurations the frame-size variations are quite small
· the max/mean frame-size ratio is ~ 1.06
· the min/mean frame-size ratio is ~0.93
· the std/mean frame-size ratio is ~0.02
· for VBR configurations the frame-size variations are larger
· the max/mean frame-size ratio is ~ 1.18 – 1.94 with smaller ratios corresponding to 8 slice/eye buffer case while large ratio corresponding to 1 slice case
· the min/mean frame-size ratio is ~ 0.24 – 0.48 with larger ratios corresponding to 8 slice/eye buffer case while small ratio corresponding to 1 slice case
· the std/mean frame-size ratio is ~ 0.07 – 0.14 
Observations-2 (from SA4 trace):
We observe that
· there is significant variation in traffic observed at L2 (P-trace) for a given content model (V-trace) and use-case example: VR2 30 Mbps 2 eye buffers at 2Kx2K at 60 fps, 8bit
· this variation is due to encoding model (slices, encoding delay, etc.) and content delivery model (packetization etc.)
· distribution of frame-size based on P-trace is asymmetric (heavy tail below mean, light tail above mean) 
Observations-3 (from SA4 trace):
We observe that 
· the jitter std is ~ 5.83 – 6.55 with smaller values corresponding to CBR with window 1 frame, while the largest corresponding to the configuration where every 8th frame is intra coded.

Proposal 1: Based on SA4 discussions for XR conversational, 60 ms uplink PDB seems reasonable (for a E2E latency budget of 100ms - 200ms)
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 Appendix
The trace format for P-trace is shown below:

	Name
	Type
	Semantics

	number
	BIGINT
	Unique packet number in the delivery

	time_stamp_in_micro_s
	BIGINT
	Availability time of packet for next processing step relative to start time 0 in microseconds (0 means lost).

	size
	BIGINT
	packet size in bytes.

	user_id
	BIGINT
	assigns an id to the user in order to differentiate

	buffer
	BIGINT
	The associated eye buffer 1=left 2=right
In general, differentiates application traffic for different buffers, for example audio, video, left eye, right eye. For example mapped to port or track.

	delay
	BIGINT
	Delay observed of the packet in the last processing step (-1 means lost)

	render_timing
	BIGINT
	the rendering generation timing associated to the media included in the packet.

	number_in_unit
	BIGINT
	The number of the packet within the unit (slice), start at 1

	last_in_unit
	BIGINT
	Indicates if this is the last packet in the slice/unit 0=no, 1=yes 

	type
	BIGINT
	The data type of the unit 
0 unknown
For video 1=intra 2=inter

	importance
	BIGINT
	assigned relative importance information (higher number means higher importance)

	index
	BIGINT
	Unique index increased by 1 and indexing this row in the S-Trace file.

	s_trace
	STRING
	Reference to s_trace file containing information for each slice
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