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[bookmark: _GoBack]Introduction
It was agreed in RAN1#104b-e [1] that the Truncated Gaussian distribution would be used for the modeling of packet size and jitter. The detailed parameters of the corresponding Truncated Gaussian distribution were also agreed for the evaluation. However, some remaining issues related to whether and how to evaluate the multiple streams such as dual eye buffer, I/P-frame, audio and data streams, etc. and the detailed PDB values for AR in UL would be further discussed in this meeting.
	Agreement: 
Jitter for DL video stream for the case of a single stream per UE 
· J is drawn from a truncated Gaussian distribution:
· Mean: 0 ms
· STD: 2 ms
· Range: [-4, 4] ms (baseline), [-5, 5] ms (optional)
· Note: The values are set to ensure that packet arrivals are in order (i.e., arrival time of next packet is always larger than that of the previous packet) rather than the real measurement
· Other values can be optionally evaluated
· Note: The above parameters for random variable J are effectively identical to the following parameter values because air interface PDB (e.g., 10ms or 15ms) applies from the point when each packet arrives at gNB as agreed in RAN1#104-e.
· Mean: 4 ms (baseline), 5ms (optional)
· STD: 2 ms
· Range: [0, 8] ms (baseline), [0, 10] ms (optional)
· Other values can be optionally evaluated

Agreement: 
Parameters of Truncated Gaussian distribution for packet size of DL video stream in case of single stream evaluation (note: these parameter values are those before the truncation):
· [STD, Max, Min]: [10.5, 150, 50]% of Mean packet size
· Other values that can be used for evaluation: [STD, Max, Min] = [4, 112, 88] % of Mean for single eye buffer, [3, 109, 91] % of Mean for dual eye buffer
· FFS: Whether and how to evaluate single eye and dual eye buffer
· Note: Companies report the values used in their simulation results.
· Note: There is no consensus that the [10.5, 150, 50]% of mean packet size is the best set of parameters

[bookmark: OLE_LINK7][bookmark: OLE_LINK8]Agreement:
In case of single stream per UE in DL, a UE is declared a satisfied UE if more than X (%) of packets are successfully delivered within a given air interface PDB. 
· The baseline X value is 99. 
· Other values of X can be optionally evaluated, e.g., X < = 95, X=99.9. 
· Additional combinations of (X, PDB) values can be optionally evaluated, e.g., 
· (99, 7), (95, 13) for VR/AR
· (99, 12), (95, 18) for CG
· FFS: Different values for I-frame and P-frame if evaluation of them is agreed. 

Agreement:
On UL Traffic model and QoS parameters
· CG/VR: single stream (pose/control)
· Traffic model for Pose/control 
· Periodic: 4ms (no jitter) 
· Other values can be optionally evaluated. 
· Fixed: 100 bytes 
· PDB: 10 ms. 
· A UE is declared a satisfied UE if more than X (%) of packets are successfully delivered within the given air interface PDB. 
· The baseline X value is 99. 
· Other X values can be optionally evaluated are 90 and 95. 

Agreement:
In addition to single stream per UE in DL which is baseline, two streams can be optionally evaluated for DL
· Option 1: I-frame + P-frame
· Option 1A: slice-based traffic model
· Option 1B: Group-Of-Picture (GOP) based traffic model
· Option 2: video + audio/data 
· Option 3: FOV + omnidirectional stream
· Companies should report detailed assumptions in their simulations on packet size distribution for each stream, packet arrival interval (or fps) for each stream, PDB for each stream, PER requirement for each stream, criteria for being satisfied.
· Companies should strive to align the parameter values for the options chosen as much as possible
· FFS: Whether audio stream is separate or aggregated with the data stream in option 2 (Intention of option 2 is not to create a 3 stream option)

Agreement:
For evaluations of AR in UL:
· Option 1 (Baseline for power and capacity evaluations): Two streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: A stream aggregating streams of scene, video, data, and audio. 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Option 2 (Optional for power evaluation and baseline for capacity evaluation): Single stream as defined below 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Option 3 (Optional): Three streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: A stream aggregating streams of scene and video 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Stream 3: A stream aggregating streams of audio and data 
· Periodicity: 10ms
· Data rate: 0.756 Mbps/s or 1.12 Mbps 
· Packet size: determined by periodicity and data rate
· PDB: 30 ms 
· Option 4 (Optional): Three streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: I-stream for video 
· Stream 3: P-stream for video
· Note: For stream 2 and stream 3, the I/P-stream model for DL video can be reused for UL video. Companies should report detailed assumptions in their simulations on packet size distribution for each stream, packet arrival interval (or fps) for each stream, PDB for each stream, PER requirement for each stream, criteria to be satisfied UE.
· Companies should strive to align the parameter values for the options chosen as much as possible
· Note: Above PDB values in [ ] for Stream 2 in Option 1 and 3, and Option 2 are to be further discussed and potentially confirmed in RAN1#105-e, where other values can be also discussed if needed.
· In case multiple steams are evaluated for UL AR, a UE is declared as satisfied only when each stream meets the requirement that X (%) of packets are successfully delivered within a given air interface PDB. 
· X value for pose/control: follow X values for pose/control for CG/VR
· X value for other stream: follow X values for DL video stream.




In this contribution, we firstly discuss the issues related to the multiple streams in Section 2. The analysis about the PDB value for AR in UL would be provided in Section 3.
The evaluations for the multiple streams
The evaluation for the dual eye buffer
	Agreement: 
Parameters of Truncated Gaussian distribution for packet size of DL video stream in case of single stream evaluation (note: these parameter values are those before the truncation):
· [STD, Max, Min]: [10.5, 150, 50]% of Mean packet size
· Other values that can be used for evaluation: [STD, Max, Min] = [4, 112, 88] % of Mean for single eye buffer, [3, 109, 91] % of Mean for dual eye buffer
· [bookmark: OLE_LINK3][bookmark: OLE_LINK4]FFS: Whether and how to evaluate single eye and dual eye buffer
· Note: Companies report the values used in their simulation results.
· Note: There is no consensus that the [10.5, 150, 50]% of mean packet size is the best set of parameters



The source codec of XR services from SA4 [2][3] shows that the video content is equally split across eye buffers and independently encoded for the split rendering video in VR2 or AR. While the video stream in CG is based on the Edge/Cloud structure, the content does not split to two eye buffers. We can find that single eye and dual eye buffer depends on the network structure, not a general case. Even if the dual buffer is considered in the evaluation, they could be two independent video streams for their independently encoded data for transmission. The statistical results from SA4 indicated that the dual eye buffers are sent separately at a shorter time offset and with the similar distribution characteristics. For the dual eye buffer, there are two classical models shown in Figure 1 as follows.


[bookmark: _Ref71535684]Figure 1. The traffic model for dual eye buffer
If the dual eye buffer is aggregated in the same time, the transmission data rate of multiplexed data from dual eye buffer would be double to that of the single eye buffer within a frame. If the dual eye buffer is modeled separately, the refresh rate would increases during transmission, which can be considered as the double refresh rate. From the evaluation perspective, the total transmission data rate would be kept the same and the companies would report the details for the modeling of dual eye buffer. For example, if the dual eye buffer is transmitted simultaneously for 30Mbps DL video stream, the refresh rate of the video stream would be modeled as 60 FPS. If the left and right eye buffer is transmitted separately, the video stream is modeled as 120 FPS with the data rate of each eye buffer at 15Mbps.

Proposal 1: When single eye or dual eye buffer is modelled for evaluation, the total transmission data rate would be kept the same with the details of modelling reported by companies.

The evaluation for the I/P-frame
	Agreement:
In case of single stream per UE in DL, a UE is declared a satisfied UE if more than X (%) of packets are successfully delivered within a given air interface PDB. 
· The baseline X value is 99. 
· Other values of X can be optionally evaluated, e.g., X < = 95, X=99.9. 
· Additional combinations of (X, PDB) values can be optionally evaluated, e.g., 
· (99, 7), (95, 13) for VR/AR
· (99, 12), (95, 18) for CG
· FFS: Different values for I-frame and P-frame if evaluation of them is agreed. 



[bookmark: OLE_LINK5][bookmark: OLE_LINK6]The video coding includes two types of encoding structures; they are Group of Pictures (GOP) based encoding structure and slice based encoding structure, as shown in Figure 2. For the GOP based encoding structure, the intra- and inter-frames are arranged. The location of I-frame can be determined by the size of GOP. For the I/P-frame encoding structure is applied at the slice level, the I-frame encoded slice would be inserted with the amounts of P-frame encoded slices for each video frame. The different frames might be with the different QoS requirements for the different encoding method.


[bookmark: _Ref71192469][bookmark: _Ref71192461]Figure 2. The different type of encoding structures for video stream
Unless the QoS parameters for I-frame and P-frame are delivered together with data frame from application layer to L2/L1 in 5G NR network, the RLC/MAC and physical layer of both the gNB and the UE cannot always reliably distinguish the video stream between I and P frames. The distinguish of I/P frames at RLC/MAC and physical layer needs to have a separate data flow with separate level of data encryption from application layer with deep packet inspection at both gNB and UE sides. The data encryption includes data end-to-end encryption and PDCP cyphering. The I-frame and P-frame separation strongly depends on whether XR application layer provides sufficient QoS parameters to the lower layer and separated data encryption for I-frame and P-frame.   Considering all the uncertainty of XR applications discussed aforementioned, I-frame and P-frame would not be modeled differently as the baseline.

[bookmark: OLE_LINK11][bookmark: OLE_LINK12][bookmark: OLE_LINK1][bookmark: OLE_LINK2]Proposal 2: I-frame and P-frame would not be modelled differently as the baseline. 

The evaluation for the audio and data streams
	Agreement:
In addition to single stream per UE in DL which is baseline, two streams can be optionally evaluated for DL
· Option 1: I-frame + P-frame
· Option 1A: slice-based traffic model
· Option 1B: Group-Of-Picture (GOP) based traffic model
· Option 2: video + audio/data 
· Option 3: FOV + omnidirectional stream
· Companies should report detailed assumptions in their simulations on packet size distribution for each stream, packet arrival interval (or fps) for each stream, PDB for each stream, PER requirement for each stream, criteria for being satisfied.
· Companies should strive to align the parameter values for the options chosen as much as possible
· FFS: Whether audio stream is separate or aggregated with the data stream in option 2 (Intention of option 2 is not to create a 3 stream option)



Whether audio stream is modeled separately or jointly with the data stream would be discussed. The traffic characteristics of Audio and Data streams for XR service from SA4 [2] are listed in Table 1. Audio stream can be captured and multiplexed with the Data stream during the network transport and need not to be considered in the evaluation f. It proposes that the audio stream would be aggregated with the data stream in option 2 (video + audio/data). 
[bookmark: _Ref71189416]Table 1. The characteristics for Audio and Data streams
	
	Audio stream
	Data stream

	Transmission periodicity
	20-21.3 ms
	10 ms

	Average data Rate
	256/512 Kbps
	0.5 Mbps

	End-to-end latency
	100 ms for both data and audio stream

	Packet Loss rate
	10e-3
	10e-3



Proposal 3: The audio stream could be aggregated with the data stream in option 2 (video + audio/data) for two streams per UE in DL.
The values for AR in UL
	Agreement:
For evaluations of AR in UL:
· Option 1 (Baseline for power and capacity evaluations): Two streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: A stream aggregating streams of scene, video, data, and audio. 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Option 2 (Optional for power evaluation and baseline for capacity evaluation): Single stream as defined below 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Option 3 (Optional): Three streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· [bookmark: OLE_LINK9][bookmark: OLE_LINK10]Stream 2: A stream aggregating streams of scene and video 
· Packet size: Truncated Gaussian distribution with the parameter values same as for DL
· Periodicity: 60 fps
· Jitter (optional): same model as for DL
· Data rate: 10 Mbps (baseline), 20 Mbps (optional)
· PDB: [60] ms (baseline), [10/15] ms (optional)
· Stream 3: A stream aggregating streams of audio and data 
· Periodicity: 10ms
· Data rate: 0.756 Mbps/s or 1.12 Mbps 
· Packet size: determined by periodicity and data rate
· PDB: 30 ms 
· Option 4 (Optional): Three streams as defined below 
· Stream 1: pose/control
· Traffic model and QoS parameters are same as for pose/control for UL CG/VR.
· Stream 2: I-stream for video 
· Stream 3: P-stream for video
· Note: For stream 2 and stream 3, the I/P-stream model for DL video can be reused for UL video. Companies should report detailed assumptions in their simulations on packet size distribution for each stream, packet arrival interval (or fps) for each stream, PDB for each stream, PER requirement for each stream, criteria to be satisfied UE.
· Companies should strive to align the parameter values for the options chosen as much as possible
· Note: Above PDB values in [ ] for Stream 2 in Option 1 and 3, and Option 2 are to be further discussed and potentially confirmed in RAN1#105-e, where other values can be also discussed if needed.
· In case multiple steams are evaluated for UL AR, a UE is declared as satisfied only when each stream meets the requirement that X (%) of packets are successfully delivered within a given air interface PDB. 
· X value for pose/control: follow X values for pose/control for CG/VR
· X value for other stream: follow X values for DL video stream.



 The XR traffic model from SA4 contains the following descriptions, 
· [bookmark: _Toc33042052]“What determines the network requirements for split rendering is time of pose-to-render-to-photon and the roundtrip interaction delay. According to clause 4.5, the latency is typically 50-60ms.” Refers to 6.2.5.1 in 26.928.
· The table related to the AR2: “XR Conversational” in 5.1 in S4aV200640 is as follows.
	Media
	Format and Model
	E2E Latency requirement

	2D Video is split rendering
	1080p or 4K (2 eyes)
same model as split rendering
	60ms
100ms 



Based on the description above, the current value of 60ms from SA4 seems to be the E2E latency. From the RAN’s perspective, the PDB for a stream aggregating streams of scene, video, data, and audio would be modeled with smaller value much less than 60ms, e.g. either 10ms or 15ms. 
Proposal 4: The PDB for a stream aggregating streams of scene, video, data, and audio would be either 10ms or 15ms. 
Conclusion
Proposal 1: When single eye or dual eye buffer is modelled for evaluation, the total transmission data rate would be kept the same with the details of modelling reported by companies.
Proposal 2: I-frame and P-frame would not be modelled differently as the baseline.
Proposal 3: The audio stream could be aggregated with the data stream in option 2 (video + audio/data) for two streams per UE in DL.
Proposal 4: The PDB for a stream aggregating streams of scene, video, data, and audio would be either 10ms or 15ms. 
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