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1. [bookmark: _Ref54280506][bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
In this contribution, we provide our views on challenges and potential enhancement techniques for XR to achieve optimal user experience.
2. Challenges
[bookmark: _Ref54210426]According to the demands of XR application, a plurality of progress of XR traffic modeling has been achieved for the XR study in the RAN1 #104bis-e meeting [1]. The characteristics of XR traffic and challenges are summarized below.
· High data rate
For 3D VR videos with high resolution, based on different frame rates, color codecs, bit-depths, compression rates and etc., the transmission data rate could be up to 60Mbps and above, which would lead to low system capacity.
· Varying frame size
In the field of video compression, three major frame types as depicted in Figure 1 are defined through three different video algorithms with the following characteristics:
· I-frames are the least compressible which can decode independently.
· P‑frames can use previous frames to decompress and are more compressible than I‑frames.
· B‑frames can use both previous and forward frames to get the highest amount of data compression.
A GOP (Group of Pictures) has three types of frames, I (intra) frames, P (predicted) frames and B (bi-directional) frames. The I frame is the least compressed and the most complete frame within the GOP. For I frame, only information contained within the frame itself is compressed, without any compression based on predictions. The first frame in a GOP is always an I frame, it is used as a reference for the P and B frames. The start of a new I frame indicates a new GOP sequence has begun.
P frames are compressed using interpolated data from the previous I or P frames in the GOP. P frames are moderately compressed compared to I frames. B frames are the most compressed frame type. B frames are predicted using interpolated data from both prior and later I and P frames within the GOP. It’s important to note that B frames cannot use other B frames for predictions. Both P and B frames use ‘Inter-frame’ compression, meaning predictions are used to compress data relative to neighboring frames. This type of compression uses a combination of complex algorithms to reduce data and retain quality.

Figure 1. Schematic of video frames
For different frame types, video frame sizes are varying due to different compression rates. Even for a fixed frame type, video frame sizes are also varying over time due to different compression rates based on the content of video frames. An example of online real video frame size varying over time is shown in Figure 2. Based on the capture of the real video frames, truncated Gaussian distribution is adopted in the last meeting for the frame size distribution of video stream for AR/VR/CG.

Figure 2. An example of real video frame size varying over time
· Non-integer period
In the last RAN1 #104e meeting, it is agreed that the frame per second (fps) for DL video stream for a single UE can be 30, 60 (baseline), 90, 120 FPS. And Table 1 intuitively shows the corresponding non-integer periods of different video frame rates. For comparison, we further give the DRX configuration IE described in TS 38.331 [2], and the values of long/short DRX cycle and related DRX timers are all integers. Hence, it can be observed that the current DRX configuration cannot match with these non-integer XR traffic arrival interval and the mismatching may directly lead to unacceptable transmission delay and even packet loss due to exceeding the PDB limitation. 
Table 1. Frame rates and period of 3D VR video 
	Frame rate (FPS)
	30
	60
	90
	120

	Period (ms)
	33.33
	16.67
	11.11
	8.33



DRX-Config information element
-- ASN1START
-- TAG-DRX-CONFIG-START

DRX-Config ::=                      SEQUENCE {
    drx-onDurationTimer                 CHOICE {
                                            subMilliSeconds INTEGER (1..31),
                                            milliSeconds    ENUMERATED {
                                                ms1, ms2, ms3, ms4, ms5, ms6, ms8, ms10, ms20, ms30, ms40, ms50, ms60, ms80, ms100, ms200, ms300, ms400, ms500, ms600, ms800, ms1000, ms1200, ms1600, spare8, spare7, spare6, spare5, spare4, spare3, spare2, spare1 }
                                            },
    drx-InactivityTimer                 ENUMERATED {
                                            ms0, ms1, ms2, ms3, ms4, ms5, ms6, ms8, ms10, ms20, ms30, ms40, ms50, ms60, ms80, ms100, ms200, ms300, ms500, ms750, ms1280, ms1920, ms2560, spare9, spare8, spare7, spare6, spare5, spare4, spare3, spare2, spare1},
…
    drx-LongCycleStartOffset            CHOICE {
        ms10                                INTEGER(0..9),
        ms20                                INTEGER(0..19),
        ms32                                INTEGER(0..31),
        ms40                                INTEGER(0..39),
        ms60                                INTEGER(0..59),
        ms64                                INTEGER(0..63),
        ms70                                INTEGER(0..69),
        ms80                                INTEGER(0..79),
        ms128                               INTEGER(0..127),
        ms160                               INTEGER(0..159),
        ms256                               INTEGER(0..255),
        ms320                               INTEGER(0..319),
        ms512                               INTEGER(0..511),
        ms640                               INTEGER(0..639),
        ms1024                              INTEGER(0..1023),
        ms1280                              INTEGER(0..1279),
        ms2048                              INTEGER(0..2047),
        ms2560                              INTEGER(0..2559),
        ms5120                              INTEGER(0..5119),
        ms10240                             INTEGER(0..10239)
    },
    shortDRX                            SEQUENCE {
        drx-ShortCycle                      ENUMERATED  {
                                                ms2, ms3, ms4, ms5, ms6, ms7, ms8, ms10, ms14, ms16, ms20, ms30, ms32, ms35, ms40, ms64, ms80, ms128, ms160, ms256, ms320, ms512, ms640, spare9, spare8, spare7, spare6, spare5, spare4, spare3, spare2, spare1 },
        drx-ShortCycleTimer                 INTEGER (1..16)
    }                                                                                                           OPTIONAL,   -- Need R
    drx-SlotOffset                      INTEGER (0..31)
}

-- TAG-DRX-CONFIG-STOP
-- ASN1STOP
· Low latency
To provide good immersive experience, the latency of XR traffic should be as low as possible. As agreed in the last meeting, air interface PDB for DL video stream is as follows. It should be noted that the XR traffic could be much challenging than eMBB or URLLC traffic due that it needs to satisfy the high transmission rate within the short latency bound.
· VR/AR: 
· 10ms 
· Other values, e.g., 5ms, 20ms can be optionally evaluated. 
· CG: 
· 15ms
· Other values, e.g., 10ms, 30ms can be optionally evaluated. 
· High reliability
To maintain a reliable registration of the virtual world with the real world, and to ensure accurate tracking of the XR viewer’s pose, the reliability requirement of XR traffic can be 10e-3 or 10e-4, which will press on CSI measurement/reporting and HARQ processing.
· Multiple flows/streams
In the last meeting, some discussions focused on the multiple flows/streams of XR traffic. It has been considered that each flow/stream may have individual PDB, frame/packet size and reliability requirements due to the characteristics of video frame. For an instance, the important video frame (e.g. I frame) should be guaranteed with high priority, while the less important video frame (e.g. P frame) might even be dropped conditionally since XR devices could have fault tolerance and recovery capability.
· High resource usage
The applications of XR traffic generally require high throughput, low latency and high reliability at the same time. When plenty of traffic bursts arriving, it will be no doubt to bring huge challenges for the system capacity of NR networks. As observed in our companion contribution [3], for VR video stream, with the increase of users per cell, resource usage is growing rapidly.
· High power consumption
The applications of XR traffic will bring critical challenges for battery life, due to heavy and high data rate traffic, complicated computation and frequent interaction with the network. In addition, for XR devices, the size and weight should be optimized design so that the devices can be worn for a long duration. It will result in more restrictions for battery capacity and heat dissipation compared to typical devices such as smartphones. As shown in the histogram below, power consumption for two different video applications on smartphones via NR networks is presented. Based on the measurement data shown in Figure 3, the power consumption proportion of communication modules is around 40% for online video traffic, which is much higher than that of display modules.

Figure 3. Measurement data for power consumption of different video traffic
Notes :
· The data is collected from vivo product teams.
· The measurement is performed in a laboratory environment.
· The test traffic is carried over an NR network.
· The communication modules include baseband, radio frequency (RF), power amplifier (PA) modules, etc.
· The display modules include the liquid crystal module (LCM) panel, etc.
Another analysis from the aspect of power consumption model, we can also derive that the XR traffic will cause more power consumption compared with the existing eMBB traffic models (e.g. FTP3, instant messaging) because of its dense traffic period and high traffic data rate. An intuitive example is that there could be no opportunity for UE to go into the deep sleep state and even the light sleep state to do power saving since the state transition times (i.e. 20ms and 6ms) are even longer than the XR traffic period. Hence, due to the characteristic of XR traffic, high power consumption is an undoubted challenge.
3. Potential RAN enhancements for XR
· Capacity
[bookmark: _Ref54383562]Since XR traffic is quasi-periodic, SPS and configured grant (CG) transmission for XR traffic can be a suitable configuration method for data transmission. However, there are two critical issues by using SPS and CG transmission for XR traffic:
· The periodicity configuration of SPS-Config IE and ConfiguredGrantConfig IE as shown below does not support the non-integer period of XR traffic, which means the higher layer configured period and real XR traffic period might mismatch over time. 
· Due to the scheduling-related parameters (e.g. TDRA, FDRA, MCS) are configured semi-persistently, the amount of data that can be transmitted at one SPS or CG period is fixed and it cannot apply to XR traffic with the characteristic of varying packet size. 
Therefore, it is necessary to solve the two potential issues and accommodate XR traffic for SPS and CG transmission. One possible solution is to configure multiple SPS-Config/ConfiguredGrantConfig configurations to satisfy the data throughput of XR traffic.
SPS-Config information element
-- ASN1START
-- TAG-SPS-CONFIG-START

SPS-Config ::=                  SEQUENCE {
    periodicity                     ENUMERATED {ms10, ms20, ms32, ms40, ms64, ms80, ms128, ms160, ms320, ms640,
                                                        spare6, spare5, spare4, spare3, spare2, spare1},
…
periodicityExt-r16              INTEGER (1..5120)
…
}

-- TAG-SPS-CONFIG-STOP
-- ASN1STOP
ConfiguredGrantConfig information element
-- ASN1START
-- TAG-CONFIGUREDGRANTCONFIG-START

ConfiguredGrantConfig ::=           SEQUENCE {
…
    periodicity                         ENUMERATED {
                                                sym2, sym7, sym1x14, sym2x14, sym4x14, sym5x14, sym8x14, sym10x14, sym16x14, sym20x14,
                                                sym32x14, sym40x14, sym64x14, sym80x14, sym128x14, sym160x14, sym256x14, sym320x14, sym512x14,
                                                sym640x14, sym1024x14, sym1280x14, sym2560x14, sym5120x14,
                                                sym6, sym1x12, sym2x12, sym4x12, sym5x12, sym8x12, sym10x12, sym16x12, sym20x12, sym32x12,
                                                sym40x12, sym64x12, sym80x12, sym128x12, sym160x12, sym256x12, sym320x12, sym512x12, sym640x12,
                                                sym1280x12, sym2560x12
},
…
periodicityExt-r16                      INTEGER (1..5120)
…
}
-- TAG-CONFIGUREDGRANTCONFIG-STOP
-- ASN1STOP
[bookmark: _Ref54383808]Proposal 1: Study enhancement for SPS and configure grant transmission to accommodate XR traffic.
In NR Rel-15 and Rel-16, high data rate transmission was not taken into account for URLLC evaluation. Therefore, it is uncertain whether NR can well support XR traffic or not. To support low latency and tight HARQ processing time requirement of XR traffic, CSI measurement should be as accurate as possible, and CSI reporting should be done in time or even in advance, especially for retransmission. Considering the relationship between UL and DL transmission could exist, e.g. UL pose traffic providing the pose update information may trigger the corresponding DL video traffic, some early preparation (e.g. CSI reporting, beam management) according to the UL transmission can be triggered to deal with some upcoming DL traffic burst. Besides, UE assistance/preference information is another beneficial method to assist network to do some adjustment or configuration update for DL transmission and/or UL scheduling. 
As analysed above for multiple flows/streams, we can further consider the adaptation for the transmissions of multiple flows/streams based on different QoS requirements, frame/layer types. Compared to the application level adaptive transmission, it can be more efficient and improve resource utilization thus enhancing the capacity.
Proposal 2: Study the following potential aspects for capacity enhancement for XR:
· CSI measurement/reporting enhancement for both initial transmission and retransmission
· UE assistance/preference information, e.g. amount of data waiting to be transmitted, PDB information, synchronization requirement, etc.
· Adaptive transmission for multiple flows/streams
· Power saving
[bookmark: _Hlk61358618]Based on the analysis in section 2, the enhancement of power consumption is essential. Before discussing the potential enhancement scheme, we need to review the specific characteristics of XR traffic as follow. And all of these characteristics will impact to the XR capacity.
· High data rates
· Dense traffic period (such as 8.33ms)
· Low latency requirement
· High reliability requirement
· Non-integer traffic period
· Variable file size (i.e. variable packet data size)
Considering that there are already many power saving technologies adopted in R15, R16 or even R17, we should firstly reuse them in XR study as the starting point. Going through the existing power saving technologies, none of them takes UE capacity into consideration. A simple example is that when UE is configured with CDRX, the DRX off state can reduce power consumption but at the same time incur delay of DL data transmissions. This absolutely cannot be tolerated by the latency-sensitive service like XR traffic, because the increase of scheduling delay directly results in packet loss and make negative impact on UE capacity. Also, the wake-up signal (WUS) by using DCI format 2_6 and designed for relatively sparse traffic (i.e. eMBB traffic, such as FTP3 and instant messaging) is inapplicable to XR traffic. Other schemes such as BWP switching, MIMO layer adaption having a long application delay are still not beneficial for power saving and XR capacity. 
Hence, we need to consider the potential power consumption reduction scheme to achieve a better trade-off for power saving and UE capacity. According to TS 38.331 [2], it can be observed that current DRX configurations are not suitable for XR traffic, and enhancement of DRX configuration for XR traffic is needed. To align the start time of DRX cycle with traffic arrival time, the most direct method is to extend the value of DRX cycle to the field of non-integer, such as 8.33ms, 16.67ms. However, the non-integer DRX cycle is not flexible because of the various traffic period and the jitter effect of DL transmission. To solve this problem, DRX start offset adaptation to XR traffic considering jitter effects can be considered for DRX enhancement. 
[bookmark: _Hlk67668819]On the other hand, DCI-based power saving enhancements can be considered, due to the good flexibility. Considering the quasi-periodic traffic for XR, Layer-1 based dynamic PDCCH monitoring reduction schemes (e.g., PDCCH skipping or search space group switching) can be adopted for trade-off between power saving and UE capacity. 
Another consideration is that both DL receptions and UL transmissions are quite frequent for XR devices, e.g. DL video data reception and UL pose uploading. If XR UE needs to receive DL data and transmit UL data at a short interval, there is no much time for UE to go into sleep for reducing the power consumption. Therefore, UL and DL transmission time alignment to avoid doing transmitting/receiving during DRX off stage or PDCCH skipping duration can be considered for power saving enhancement. For example, UL transmission is related to the DRX configuration, or there is dependency on UL transmission and DL reception.
Furthermore, impact of jitter for UE receiving DL transmission should be considered since it requires UE to monitor PDCCH more frequently compared to no jitter case. One of the methods to deal with the jitter effect is to extend the length/duration of DRX onduration or PDCCH monitoring to cover the jitter range (e.g. [-4, 4]ms). However, regarding XR traffic period, which is 16.67ms or even 8.33ms, the jitter range is too wide to save power by means of this method. To this end, jitter handling is also necessary for better trade-off between power saving and capacity. For example, during DRX off an almost-zero power wake-up receiver for a wake-up signal triggering by events (e.g. when DL traffics with jitter just arrive at the gNB side) can be used.
Proposal 3: Study enhancements for power consumption reduction considering trade-off between power saving and UE capacity, the following aspects can be considered:
· CDRX enhancement, e.g. dynamic or static DRX startoffset adjustment
· DCI based power saving enhancement, e.g. search space set group switching, PDCCH skipping
· UL and DL transmission alignment
· Jitter handling
4. Potential cross-layer design for XR
From the perspective of NR system architecture, XR service is transparent in current specification, since there is no difference between XR service and other services in IP packets level. In order to obtain immersive user experience, partial of XR service-related information (e.g., residual transmission time, I-frame/P-frame, synchronization information among packets/frames etc.) might be necessary to be known by RAN, so as to RAN could adaptively transmit XR service according to the information. Note that user privacy needs to be protected from disclosure in the XR service-related information. So, there is a trade-off between the benefits of XR service awareness transmission and user privacy in RAN. In our point of view, the following two approaches can be considered as starting points for XR service awareness transmission.
Table 2. Two possible approaches for XR service awareness transmission
	XR service awareness transmission approaches
	Characteristics

	DPI (Deep packet inspection)
	· Insert service-related information to PDU header or inspect application data
· Might have significant video encoding/decoding, network protocol, core network, RAN impact
· Most of XR service-related information can be acquired
· Application awareness

	DFI (Deep/dynamic flow inspection)
	· AI based training
· Less impact to current system architectures
· Some XR service-related information might be unavailable
· Application unawareness



In line with the above comparison of Table 2, it can be observed that neither of the two approaches is optimal, and both of them are high correlated with the details of XR service-related information.
Assuming XR service-related information is available at RAN side, it is necessary to introduce some new QoS parameters additionally to assist RAN adaptive transmission. In addition, the interaction between gNB/UE and application server is also required to achieve better understanding of user experience.
Proposal 4: Study cross-layer design for RAN adaptive transmission for XR traffic.
5. Conclusion
In this contribution, we provide our views on challenges and potential enhancements for XR with the following proposals:
Proposal 1: Study enhancement for SPS and configure grant transmission to accommodate XR traffic.
Proposal 2: Study the following potential aspects for capacity enhancement for XR:
· CSI measurement/reporting enhancement for both initial transmission and retransmission
· UE assistance/preference information, e.g. amount of data waiting to be transmitted, PDB information, synchronization requirement etc.
· Adaptive transmission for multiple flows/streams
Proposal 3: Study enhancements for power consumption reduction considering trade-off between power saving and UE capacity, the following aspects can be considered:
· CDRX enhancement, e.g. dynamic or static DRX startoffset adjustment
· DCI based power saving enhancement, e.g. search space set group switching, PDCCH skipping
· UL and DL transmission alignment
· Jitter handling
Proposal 4: Study cross-layer design for RAN adaptive transmission for XR traffic.
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