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1. Introduction
[bookmark: _Hlk53822765]In RAN1#104b-e meeting, evaluation methodologies for capacity and power consumption were discussed and most evaluation assumptions have been agreed [1]. The overall simulation assumptions can be found in Appendix A. 
In this contribution, we provide our latest simulation results of capacity, power consumption, coverage for Cloud Gaming and XR (i.e. VR/AR) traffic in Indoor Hotspot, Dense Urban and Urban Macro scenarios, respectively.
2. [bookmark: _Hlk68286523][bookmark: OLE_LINK1]Performance evaluation results of capacity
Capacity is one of the most important metrics for XR evaluation. In this section, the results of downlink and uplink capacity for both Cloud Gaming and XR are presented and summarized in the form of table separately, where the resource utilization (RU) is also provided to assist the analysis of system capacity. Besides, based on the agreements in the last meeting, the following assumptions are applied in the performance evaluation of system capacity.
· A packet is considered as lost when it has exceeded the PDB, such that it will be added to the PER and discarded at the transmitter (including the non-transmitted part). 
· The unequal number of UEs per cell is assumed, which means even average load per cell.
· In the following tables, the value of #UEs per cell represents the system capacity defined as the maximum number of UEs per cell where at least 90% UEs are satisfied UEs.
· The system capacity is an integer "A", where the system capacity can be met with "A" UEs per cell but not with "A+1" UEs per cell.
· A UE will be declared as the satisfied UE if more than X% of packets are successfully delivered within a given air interface PDB. 
· UE% denotes the specific percentage of satisfied UE per cell. 
The traffic model and scenario combinations in Table 1 are evaluated for system capacity in this section, and other combinations of traffic model and scenario will be evaluated in subsequent meetings. 
[bookmark: _Ref68293362]Table 1. Traffic model and scenario combinations used for system capacity evaluation
	DL FR1
· Indoor Hotspot scenario: 
· VR: 30/45Mbps, 60FPS, PDB=10ms
· Dense Urban/Urban Macro scenario:
· CG: 8/30Mbps, 60FPS, PDB=15ms
· AR: 30/45Mbps, 60FPS, PDB=10ms
	DL FR2
· Indoor Hotspot scenario: 
· VR: 30/45Mbps, 60FPS, PDB=10ms
· Dense Urban scenario:
· AR: 30/45Mbps, 60FPS, PDB=10ms

	UL FR1
· Indoor Hotspot scenario: 
· Single stream: Pose/control stream 
· Dense Urban/Urban Macro scenario:
· Single stream: Pose/control stream or Video stream
· Two streams: Pose/control stream + video stream
	UL FR2
· Indoor Hotspot scenario: 
· Single stream: Pose/control stream 
· Dense Urban/Urban Macro scenario:
· Single stream: Video stream



2.1. [bookmark: _Ref71633359][bookmark: _Hlk70087832][bookmark: OLE_LINK7][bookmark: OLE_LINK8]Baseline capacity results
2.1.1. DL
Based on the agreements in the last meeting, Table 2 provides the traffic models for different traffics (i.e., CG and VR/AR). The packet arrival interval and packet size are determined by the corresponding data rate and the frame rate. In this section, the video frame rate is assumed to be 60 FPS for evaluation, which corresponds to the bundling transmission of two eye buffers by the application server. For simplicity, one video frame is modeled as one packet and the packet size distribution follows the truncated Gaussian distribution. Besides, the jitter is also considered to model the random delay caused by different encoding delays and core network transmission delays. For F FPS (e.g., F = 60), the arrival time of packet k is (k / F + J), where the jitter size J is a random variable drawn from a truncated Gaussian distribution. Considering that the key differences between different traffic models are data rate, frame rate and PDB, we use the combination of data-rate_frame-rate_PDB to identify different traffic models in the following sections.
[bookmark: _Ref68293895]Table 2. DL traffic models of Cloud Gaming (CG) and XR with 60 FPS
	Traffic model
	CG
	CG
	VR/AR
	VR/AR

	Data rate (Mbps)
	8
	30
	30
	45

	Packet size distribution
	[bookmark: OLE_LINK4]Truncated Gaussian distribution

	Mean packet size (Bytes)
	16667
	62500
	62500
	93750

	STD of packet sizes (Bytes)
	1750
	6562
	6562
	9844

	Maximum packet size (Bytes)
	25000
	93750
	93750
	140625

	Minimum packet size (Bytes)
	8333
	31250
	31250
	46875

	[bookmark: OLE_LINK16]Packet arrival interval (ms)
	16.67

	Packet delay budget (ms)
	15
	10

	Jitter distribution
	Truncated Gaussian distribution

	Jitter Mean (ms)
	0

	Jitter STD (ms)
	[bookmark: OLE_LINK15]2

	Jitter Range (ms)
	[-4, 4]



2.1.1.1. [bookmark: _Ref71022698]FR1
[bookmark: _Hlk67834475][bookmark: _Hlk67844435][bookmark: _Hlk67923769][bookmark: _Hlk71035595]The baseline simulation results of DL capacity for FR1 in Indoor Hotspot, Dense Urban and Urban Macro deployment scenarios are presented in Table 3, Table 4  and Table 5 respectively. Based on the notes given at the beginning of section2, a UE will be declared as a satisfied UE if X% or more of the packets are successfully delivered within PDB, where X = 95 and X = 99 are evaluated. For CG traffic with 8Mbps, up to 50 UEs per cell are simulated in Dense Urban and Urban Macro scenarios. Under the maximum number of UEs per cell in the simulation, UE% is still close to 100%. So, ‘>’ indicates that the system capacity is larger than the value listed in #UEs per cell, and UE% correspond to #UEs per cell listed in Table 4  and Table 5.
· Indoor Hotspot
[bookmark: _Ref54014312][bookmark: _Ref47726392][bookmark: _Ref47342177][bookmark: _Ref47187971]Table 3. FR1 DL capacity simulation results in Indoor Hotspot scenario
	Traffic Model
	X=95
	X=99

	
	#UEs per cell
	UE%
	RU
	#UEs per cell
	UE%
	RU

	VR
	30Mbps _60FPS_10ms
	15
	93.52%
	84.22%
	13
	92.95%
	76.83%

	
	45Mbps _60FPS_10ms
	8
	92.01%
	73.50%
	6
	96.76%
	57.80%


[bookmark: _Ref68357216][bookmark: _Ref68634609]
[bookmark: _Ref71189464]Observation 1: With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, 
· For DL VR with 30Mbps_60FPS_10ms in FR1 in Indoor Hotspot, system capacity is 13 UEs per cell. 
· [bookmark: _Ref71189490]For DL VR with 45Mbps_60FPS_10ms in FR1 in Indoor Hotspot, system capacity is 6 UEs per cell.
[bookmark: _Ref71580719][bookmark: _Ref71580060]Observation 2: With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, 
· For DL VR with 30Mbps_60FPS_10ms in FR1 Indoor Hotspot, system capacity is 15 UEs per cell. 
· For DL VR with 45Mbps_60FPS_10ms in FR1 Indoor Hotspot, system capacity is 8 UEs per.
· Dense Urban
[bookmark: _Ref67824031]Table 4. FR1 DL capacity simulation results in Dense Urban scenario
	Traffic Model
	X=95
	X=99

	
	#UEs per cell
	UE%
	RU
	#UEs per cell
	UE%
	RU

	CG
	8Mbps_60FPS_15ms
	>50
	100%
	72.37%
	>50
	99.94%
	72.37%

	
	30Mbps _60FPS_15ms
	26
	91.64%
	98.97%
	24
	93.39%
	96.75%

	AR
	30Mbps _60FPS_10ms
	19
	90.98%
	90.31%
	16
	91.77%
	82.74%

	
	45Mbps _60FPS_10ms
	10
	93.49%
	79.80%
	9
	90.30%
	74.14%



[bookmark: _Ref71189496][bookmark: _Ref68357227]Observation 3: With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, 
· For DL CG with 8Mbps_60FPS_15ms in FR1 in Dense Urban, system capacity is larger than 50 UEs per cell. 
· For DL CG with 30Mbps_60FPS_15ms in FR1 in Dense Urban, system capacity is 24 UEs per cell. 
· For DL AR with 30Mbps_60FPS_10ms in FR1 in Dense Urban, system capacity is 16 UEs per cell. 
· For DL AR with 45Mbps_60FPS_10ms in FR1 in Dense Urban, system capacity is 9 UEs per cell.
[bookmark: _Ref71189507]Observation 4: With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, 
· For DL CG with 8Mbps_60FPS_15ms in FR1 in Dense Urban, system capacity is larger than 50 UEs per cell. 
· For DL CG with 30Mbps_60FPS_15ms in FR1 in Dense Urban, system capacity is 26 UEs per cell. 
· For DL AR with 30Mbps_60FPS_10ms in FR1 in Dense Urban, system capacity is 19 UEs per cell. 
· For DL AR with 45Mbps_60FPS_10ms in FR1 in Dense Urban, system capacity is 10 UEs per cell.
· Urban Macro
[bookmark: _Ref67824036]Table 5. FR1 DL capacity simulation results in Urban Macro scenario
	Traffic Model
	X=95
	X=99

	
	#UEs per cell
	UE%
	RU
	#UEs per cell
	UE%
	RU

	CG
	8Mbps_60FPS_15ms
	>50
	99.71%
	86.61%
	>50
	99.24%
	86.61%

	
	30Mbps _60FPS_15ms
	18
	92.24
	96.27%
	16
	93.65%
	92.28%

	AR
	30Mbps _60FPS_10ms
	13
	91.82%
	82.30%
	10
	92.86%
	70.10%

	
	45Mbps _60FPS_10ms
	7
	92.52%
	69.84%
	6
	91.01%
	61.14%



[bookmark: _Ref71189512][bookmark: _Ref68639374]Observation 5: With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, 
· For DL CG with 8Mbps_60FPS_15ms in FR1 in Urban Macro, system capacity is larger than 50 UEs per cell. 
· For DL CG with 30Mbps_60FPS_15ms in FR1 in Urban Macro, system capacity is 16 UEs per cell. 
· For DL AR with 30Mbps_60FPS_10ms in FR1 in Urban Macro, system capacity is 10 UEs per cell. 
· For DL AR with 45Mbps_60FPS_10ms in FR1 in Urban Macro, system capacity is 6 UEs per cell.
[bookmark: _Ref71189524]Observation 6: With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, 
· For DL CG with 8Mbps_60FPS_15ms in FR1 in Urban Macro, system capacity is larger than 50 UEs per cell. 
· For DL CG with 30Mbps_60FPS_15ms in FR1 in Urban Macro, system capacity is 18 UEs per cell. 
· For DL AR with 30Mbps_60FPS_10ms in FR1 in Urban Macro, system capacity is 13 UEs per cell. 
· For DL AR with 45Mbps_60FPS_10ms in FR1 in Urban Macro, system capacity is 7 UEs per cell.
[bookmark: _Hlk68614303]From the above tables, it can be observed that with a more relaxed reliability requirement, i.e., 95%, the system capacity could increase by 1 to 3 in FR1 DL. Comparing different traffic models, another observation is that the system capacity degrades with the increase of data rate due to the larger packet size. For an instance, for VR/AR traffic, the system capacity could decrease by 4 to 9 as the data rate increase from 30Mbps to 45Mbps in FR1 DL. And the capacity of Cloud Gaming shows significant improvement compared with VR/AR applications because of the smaller data rate and the relatively relaxed PDB requirement. Besides, for FR1 DL transmission, the capacity in Dense Urban is larger than others due to smaller pathloss compared with UMa and better BS antenna configuration than Indoor Hotspot.
[bookmark: _Ref53480436][bookmark: _Ref61884618][bookmark: _Ref68640774]Observation 7: When the reliability requirement is relaxed from 99% to 95%, the system capacity could increase by 1 to 3 UE per cell for FR1 DL traffics.
[bookmark: _Ref71189538][bookmark: _Ref68640775]Observation 8: For FR1 DL traffics, the system capacity degrades with the increase of data rate.
[bookmark: _Ref71189542]Observation 9: For FR1 DL traffics, the capacity of Cloud Gaming outnumbers VR/AR applications due to the smaller data rate and the relatively relaxed PDB requirement.
2.1.1.2. [bookmark: _Ref71022710]FR2
In this section, the system capacity of CG and VR/AR traffic is evaluated in FR2 with 100MHz bandwidth. And the results in Indoor Hotspot and Dense Urban deployment scenarios are provided in Table 6 and Table 7. Comparing the evaluation results in section 2.1.1.1 and section 2.1.1.2, it can be observed that the number of satisfied UEs per cell in FR2 is less than that in FR1 for VR/AR application, which is caused by the link fragility at high frequency band. 
· Indoor Hotspot
[bookmark: _Ref68186721][bookmark: _Ref67834540]Table 6. FR2 DL capacity simulation results in Indoor Hotspot scenario with 100M bandwidth
	Traffic Model
	X=95
	X=99

	
	#UEs per cell
	UE%
	RU
	#UEs per cell
	UE%
	RU

	VR
	30Mbps _60FPS_10ms
	8
	98.26%
	47.85%
	8
	95.14%
	47.85%

	
	45Mbps _60FPS_10ms
	5
	97.22%
	41.65%
	5
	92.22%
	41.65%



[bookmark: _Ref68640779][bookmark: _Ref71189548][bookmark: _Ref68640781]Observation 10:  With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, 
· For DL VR with 30Mbps_60FPS_10ms in FR2 in Indoor Hotspot, system capacity is 8 UEs per cell. 
· For DL VR with 45Mbps_60FPS_10ms in FR2 in Indoor Hotspot, system capacity is 5 UEs per cell.
[bookmark: _Ref71189554]Observation 11:  With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, 
· For DL VR with 30Mbps_60FPS_10ms in FR2 in Indoor Hotspot, system capacity is 8 UEs per cell. 
· For DL VR with 45Mbps_60FPS_10ms in FR2 in Indoor Hotspot, system capacity is 5 UEs per cell.
· Dense Urban
[bookmark: _Ref71020163][bookmark: _Ref71020142][bookmark: _Ref71020149]Table 7. FR2 DL capacity simulation results in Dense Urban scenario with 100M bandwidth
	Traffic Model
	X=95
	X=99

	
	#UEs per cell
	UE%
	RU
	#UEs per cell
	UE%
	RU

	AR
	30Mbps _60FPS_10ms
	16
	96.33%
	68.74%
	15
	93.18%
	64.12%

	
	45Mbps _60FPS_10ms
	10
	92.71%
	63.95%
	8
	98.41%
	50.44%



[bookmark: _Ref68640795][bookmark: _Ref71189560][bookmark: _Hlk68641303]Observation 12:  With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, 
· For DL AR with 30Mbps_60FPS_10ms in FR2 in Dense Urban, system capacity is 15 UEs per cell. 
· [bookmark: _Hlk71039155]For DL AR with 45Mbps_60FPS_10ms in FR2 in Dense Urban, system capacity is 8 UEs per cell.
[bookmark: _Ref68640798][bookmark: _Ref71189568]Observation 13:  With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, 
· For DL AR with 30Mbps_60FPS_10ms in FR2 in Dense Urban, system capacity is 16 UEs per cell. 
· For DL AR with 45Mbps_60FPS_10ms in FR2 in Dense Urban, system capacity is 10 UEs per cell.
2.1.2. UL
[bookmark: _Hlk71039466][bookmark: _Hlk71636743]For the UL evaluations, the packet size distribution of the aggregating streams (scene/video/data/audio) is assumed to follow truncated Gaussian distribution and the data rate is assumed as 10 Mbps. Pose/control stream is periodically sampled and delivered with a fixed size. No jitter is assumed for UL evaluations. The traffic characteristics and requirements for the scene/video/data/audio stream and pose/control stream are presented in Table 8 and Table 9 separately. For UL AR application, both two streams (scene/video/data/audio stream and pose/control stream) and single stream (scene/video/data/audio) are simulated for capacity evaluation respectively. And for UL CG/VR applications, single stream (pose/control) is assumed for capacity evaluation.
[bookmark: _Ref67413910]Table 8. Traffic models of UL scene/video/data/audio stream
	Traffic model
	Packet Mean
	Packet STD
	Packet Max
	Packet Min
	Packet arrival interval
	PDB
	Jitter

	scene/video/data/audio stream
	20833
Bytes
	2187Bytes
	31249Bytes
	10416Bytes
	16.67ms
	60ms
	No



[bookmark: _Ref67413922]Table 9. Traffic models of UL pose/control stream
	Traffic model
	Packet Mean
	Packet arrival interval
	PDB
	Jitter

	pose/control stream
	100 Bytes
	4ms
	10ms
	No



2.1.2.1. FR1
In this section, only 15 UEs per cell are simulated at most for UL VR/CG applications. Under the maximum number of UEs per cell in the simulation, UE% is still close to 100%. So, ‘>’ indicates that the system capacity is larger than the value listed in #UEs per cell, and UE% correspond to #UEs per cell listed in Table 10, Table 11 and Table 12. 
· [bookmark: _Hlk67838762]Indoor hotspot
[bookmark: _Ref67838784]Table 10. FR1 UL capacity simulation results in Indoor Hotspot scenario
	Traffic Model
	X=95
	X=99

	
	#UEs per cell
	UE%
	RU
	#UEs per cell
	UE%
	RU

	VR
	pose/control stream
	>15
	100%
	19.38%
	>15
	100%
	19.38%



[bookmark: _Hlk71039207]The simulation results of system capacity for VR application in Indoor Hotspot scenario are provided in Table 10. It can be observed that with 15 UEs per cell, 100% of UEs are satisfied with 95% and 99% reliability requirements, and the resource utilization is only 19.38% due to extremely small packet size. For VR application in Indoor Hotspot scenario, DL is the bottleneck of system capacity because of the high data rate.
[bookmark: _Ref68640803][bookmark: _Ref71189573]Observation 14: With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, for UL pose/control stream of VR in FR1 in Indoor Hotspot, system capacity is larger than 15 UEs per cell. 
[bookmark: _Ref68640804][bookmark: _Ref71189577][bookmark: _Hlk68641416]Observation 15: With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, for UL pose/control stream of VR in FR1 in Indoor Hotspot, system capacity is larger than 15 UEs per cell.
[bookmark: _Ref68640806][bookmark: _Ref71189581]Observation 16: For VR application in Indoor Hotspot scenario, DL is the bottleneck of system capacity because of the high data rate.
· [bookmark: _Hlk68027122][bookmark: _Hlk67843350]Dense urban
[bookmark: _Ref67841684]Table 11. FR1 UL capacity simulation results in Dense Urban scenario
	Traffic Model
	X=95
	X=99

	
	#UEs per cell
	UE%
	RU
	#UEs per cell
	UE%
	RU

	CG
	[bookmark: _Hlk71038851]pose/control stream
	>15
	99.89%
	20.47%
	>15
	99.89%
	20.47%

	AR
	video stream
	6
	92.06%
	57.55%
	5
	92.38%
	47.93%

	
	pose/control+video
	6
	91.62%
	65.72%
	5
	91.43%
	54.19%



The simulation results of system capacity for CG and AR applications in Dense Urban scenario are provided in Table 11. For pose/control stream of CG application, more than 15 UEs per cell can be supported due to extremely small packet size. For AR application with single stream, system capacity is 5 UEs per cell with 99% reliability requirement. Although the PDB of scene/video/data/audio stream is 60ms, which is larger than packet arrival interval (16.67ms), the packets arriving at the BS cannot be scheduled and transmitted in time in the limited UL resources on the TDD structure of “DDDSU”. Subsequent arriving packets must be queued and there is not enough time left for transmission, which limits the system capacity. For AR application with two streams, a UE is considered a satisfied UE only when the two streams of data can both meet the reliability requirements. Compared to the results of single stream, pose/control stream with small packet size only slightly affects the ratio of satisfied UEs for two-stream results, and has no impact on max number of UEs per cell supported by the system.
[bookmark: _Ref68640807][bookmark: _Ref71189584]Observation 17:  With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, 
· For UL pose/control stream of CG in FR1 in Dense Urban, system capacity is larger than 15 UEs per cell. 
· For UL video stream with 10Mbps_60FPS_60ms of AR in FR1 in Dense Urban, system capacity is 5 UEs per cell. 
· For UL pose/control+video(10Mbps_60FPS_60ms) streams of AR in FR1 in Dense Urban, system capacity is 5 UEs per cell.
[bookmark: _Ref68640811][bookmark: _Ref71189587]Observation 18: With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, 
· For UL pose/control stream of CG in FR1 in Dense Urban, system capacity is larger than 15 UEs per cell. 
· For UL video stream with 10Mbps_60FPS_60ms of AR in FR1 in Dense Urban, system capacity is 6 UEs per cell. 
· For UL pose/control+video(10Mbps_60FPS_60ms) streams of AR in FR1 in Dense Urban, system capacity is 6 UEs per cell.
· Urban Macro
[bookmark: _Ref71040842]Table 12. FR1 UL capacity simulation results in Urban Macro scenario
	Traffic Model
	X=95
	X=99

	
	#UEs per cell
	UE%
	RU
	#UEs per cell
	UE%
	RU

	CG
	pose/control stream
	>15
	96.51%
	20.52%
	>15
	94.81%
	20.52%

	AR
	 video stream
	<1
	84.13%
	39.10%
	<1
	82.54%
	39.10%



The simulation results of system capacity for CG and AR applications in Urban Macro scenario are provided in Table 12. For UL AR application with single stream in Urban Macro scenario, there is less than 90% of UEs that can satisfy system capacity requirement with 1 UE per cell. For cell edge UEs, because of large path loss and the limited transmission power, only a small amount of data can be transmitted on each transmission occasion, resulting in a large number of packets exceeding the PDB and added to the PER. 
[bookmark: _Ref71189590]Observation 19:  With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, 
· For UL pose/control stream of CG in FR1 in Urban Macro, system capacity is larger than 15 UEs per cell. 
· For UL video stream with 10Mbps_60FPS_60ms of AR in FR1 in Urban Macro with 1 UE per cell, there is less than 90% of UEs that can satisfy system capacity requirement.
[bookmark: _Ref71189593]Observation 20: With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, 
· For UL pose/control stream of CG in FR1 in Urban Macro, system capacity is larger than 15 UEs per cell. 
· For UL video stream with 10Mbps_60FPS_60ms of AR in FR1 in Urban Macro with 1 UE per cell, there is less than 90% of UEs that can satisfy system capacity requirement.
2.1.2.2. FR2
The simulation results of FR2 UL with 100MHz bandwidth are provided in Table 13 and Table 14 respectively. For Indoor Hotspot scenario, VR application with pose/control stream is evaluated and‘>’ is used to indicate that the system capacity is larger than the value listed in #UEs per cell in Table 13. For Dense Urban scenario, only AR application with single stream (scene/video/data/audio) is evaluated and presented in Table 14.
·  Indoor hotspot
[bookmark: _Ref68027529]Table 13. FR2 UL capacity simulation results in Indoor Hotspot scenario
	Traffic Model
	X=95
	X=99

	
	#UEs per cell
	UE%
	RU
	#UEs per cell
	UE%
	RU

	VR
	pose/control stream
	>15
	98.89%
	15.86%
	>15
	97.41%
	15.86%



[bookmark: _Ref71189596][bookmark: _Ref68640813]Observation 21: With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, for UL pose/control stream of VR in FR2 in Indoor Hotspot, system capacity is larger than 15 UEs per cell. 
[bookmark: _Ref71189599]Observation 22: With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, for UL pose/control stream of VR in FR2 in Indoor Hotspot, system capacity is larger than 15 UEs per cell.
· Dense urban
[bookmark: _Ref71043723]Table 14. FR2 UL capacity simulation results in Dense Urban scenario
	Traffic Model
	X=95
	X=99

	
	#UEs per cell
	UE%
	RU
	#UEs per cell
	UE%
	RU

	AR
	video stream
	8
	96.43%
	82.43%
	8
	95.04%
	82.43%


[bookmark: _Ref68640816]
[bookmark: _Ref71189604]Observation 23:  With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, for UL video stream with 10Mbps_60FPS_60ms of AR in FR2 in Dense Urban, system capacity is 8 UEs per cell. 
[bookmark: _Ref71189607]Observation 24: With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, for UL video stream with 10Mbps_60FPS_60ms of AR in FR2 in Dense Urban, system capacity is 8 UEs per cell. 
2.2. Traffic characteristics-oriented evaluation
2.2.1. Impact of relaxed PDB
[bookmark: _Hlk71540037]Figure 1 shows the system capacity results of CG and AR traffic with 30Mbps and 60FPS for FR1 DL in Dense Urban scenario. The PDB is 15ms and 10ms for CG and AR traffic respectively. By relaxing PDB from 10ms to 15ms, the system capacity can increase 8 UEs per cell in CG application compared to AR application under the same data rate and frame rate. With the same number of UEs per cell, relaxing PDB has no effect on the system resource utilization since the total data amount transmitted is the same.
	[image: ]
	[image: ]

	(a) UE%
	(b) RU


[bookmark: _Ref67841701]Figure 1. Impact of relaxed PDB in FR1 DL in Dense Urban scenario
[bookmark: _Ref71189610]Observation 25: The system capacity can be increased by relaxing PDB.
2.2.2. Impact of dual-eye buffer
Figure 2 shows the impact of different transmission modes for dual-eye buffer. The results are shown for the Dense Urban scenario for the case of 45 Mbps AR traffic model. The video frame rate is assumed to be 60 FPS when dual-eye buffer are bundled transmitted by the application server. And the video frame rate is assumed to be 120 FPS when dual-eye buffer is sent with staggered in time. By sending dual-eye buffer with staggered in time, the system capacity improvement by 5 could be observed in Figure 2. Because the PDB of each frame transmission is independent, implying that the total PDB for dual-eye buffer transmission is longer.  
	[image: ]
	[image: ]

	(a) UE%
	(b) RU


[bookmark: _Ref71060490]Figure 2. Impact of dual-eye buffer in FR1 DL in Dense Urban scenario
[bookmark: _Ref71189613]Observation 26: Comparing to single-eye buffer traffic arrival, dual-eye buffer traffic arrival can increase the system capacity.
2.2.3. Impact of delay-aware scheduler
As presented in Figure 3, the XR performance for AR application (45Mbps_60FPS_10ms) is simulated in FR1 DL in Dense Urban scenario to evaluate two types of schedulers (proportional-fair scheduling and delay-aware scheduling). Based on the traditional proportional-fair scheduler, the delay-aware scheduler prioritizes users approaching the deadline by adding time factor to the weight, at the cost of using more system resources. The results in Figure 3 show that compared to proportional-fair scheduler, the delay-aware scheduler can support a larger percentage of satisfied UEs, especially when the #UE per cell is small and the system resources are sufficient.
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[bookmark: _Ref71145522]Figure 3. Impact of delay-aware scheduler in FR1 DL in Dense Urban scenario
[bookmark: _Ref71189617]Observation 27: Delay-aware scheduler can increase the system capacity compared to typical PF scheduler.
2.2.4. Impact of 400MHz and 100MHz bandwidth in FR2
[bookmark: _Hlk68614328]The impact of bandwidth increasing from 100MHz to 400MHz is presented in Figure 4. The simulation is performed for AR application with 45Mbps_60FPS_10ms for FR2 DL in Dense Urban scenario. As expected, increasing bandwidth can make a significant improvement on system capacity because of increased resources for transmission. For instance, with 99% reliability requirement, the capacity is 8 and larger than 16 for 100MHz and 400MHz bandwidth respectively, which can be observed from Figure 4. 
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[bookmark: _Ref71062578]Figure 4. Impact of bandwidth in FR2 DL in Dense Urban scenario
[bookmark: _Ref71189619][bookmark: _Hlk71062953][bookmark: _Hlk71063130]Observation 28: Increase system bandwidth can significantly increase the system capacity.
3. Performance evaluation results of power consumption
[bookmark: _Hlk71447425]As analyzed in our companion’s contribution [2], power consumption is the crucial issue for XR traffic and it is another key metric for XR evaluation, since the specific characteristics of XR traffic i.e., dense traffic period, high traffic data rates and low latency requirement etc. which is different from eMBB and URLLC. For power consumption evaluation, UE capacity performance should be jointly taken into consideration. Besides, in line with the last meeting’s agreement, the following assumptions are adopted in performance evaluation of power consumption.
· The power consumption results for both all UEs and only satisfied UEs is counted separately to help comprehensively evaluate XR power performance. 
· For XR/CG power consumption evaluation, for DL and UL, both Option 1(i.e., DL and UL performances are evaluated independently…) and Option 3 (i.e., DL and UL performances are evaluated together…) are evaluated.
· Linear interpolation method is adopted by us in linear scale for UE Tx power values other than 0 dBm and 23 dBm. And the detail of linear interpolation can be found in our companion’s contribution [3].
· The same number of UE per cell are used in baseline and power saving schemes where the max UEs/cell at which UE can meet the capacity KPI is reported as high load case, and approximately 50% of max UEs/cell is evaluated as light load case. 
In this contribution, AlwaysOn (i.e., without adopting any power saving mechanism) which can make no capacity loss is the baseline scheme. And CDRX configuration adopted in R15/R16 is evaluated as a power saving scheme. In addition, the potential enhancement of CDRX and the ongoing power saving schemes in R17 power saving WI, such as PDCCH skipping, search space set group switching mechanisms are also evaluated to contrastive analysis the potential impact on power consumption and corresponding system capacity. In this section, power consumption of different schemes is evaluated by using downlink and uplink traffic models with 60 FPS. Table 15 gives the adopted traffic models and corresponding scenarios for power consumption evaluation.
[bookmark: _Ref68334267]Table 15. Traffic model and scenario combinations used for power consumption evaluation
	Option 1: DL and UL performances are evaluated independently and DL and UL power consumption results are collected separately.

	DL FR1
· Indoor Hotspot scenario: 
· VR video stream: 30/45Mbps, 60FPS, PDB=10ms
	UL FR1
· Indoor Hotspot scenario: 
· VR: Pose/control stream 
· Dense Urban scenario:
· Single stream:
· Video stream
· Two streams:
· Pose/control stream + Video stream

	Option 3: DL and UL performances are evaluated together. DL and UL power consumption are counted to obtain the total power consumption

	DL and UL transmission together FR1
· Indoor Hotspot scenario: 
· VR DL video stream: 45Mbps, 60FPS, PDB=10ms
· VR UL pose/control stream



3.1. DL video stream
[bookmark: OLE_LINK13][bookmark: OLE_LINK14][bookmark: _Hlk67902671]For downlink VR application (45Mbps_60FPS_10ms) in FR1 Indoor Hotspot scenario, in addition to no DRX configuration (i.e., AlwaysOn) as the baseline, R15/16 CDRX configurations (i.e., R15/16 CDRX) with three sets of parameters are evaluated, which are captured in Table 16. Note that 10ms is the minimum long DRX cycle configuration supported by the current specification. 
Due to non-integer XR traffic periodicity, the existing integer DRX cycle cannot align with the traffic arrival and it will increase data transmission delay. To solve this issue, a straightforward method is to introduce some non-integer values of DRX cycle to align with the XR traffic periodicity. But it is not flexible because of the various traffic period and the jitter effect of DL burst arrival. To solve the impact of jitter and align DRX cycle with traffic arrival, the adjustment to the start offset of CDRX ON Duration could be a potential method, which is an enhancement of the CDRX scheme (i.e., e-CDRX) and is equivalent to aligning DRX cycle with the period of XR traffic. The parameters of e-CDRX are also given in Table 16. Additionally, PDCCH skipping mechanism with the setting of jitter window (i.e., PDCCH skipping) can also make a better trade-off between power saving and capacity. During the jitter window, gNB will not send the PDCCH skipping command until the XR traffic arrives. And the length of the jitter window equals to the maximum positive jitter range i.e. +4ms.
[bookmark: _Hlk71126731]Based on the assumptions and configurations mentioned above, the UE capacity and power consumption results in FR1 DL are shown in Table 17 and Table 18, where the power saving gain (PSG) is calculated compared to the baseline scheme (without adopting any power saving mechanism). The triplets of numbers (CDRX cycle_ On duration timer_ Inactivity timer) is used to note various CDRX parameters. And the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB. The mean power consumption shown in the following tables is the average power consumption within each slot. 
· [bookmark: _Hlk67422836]AlwaysOn (Baseline): Without adopting any power saving mechanism.
· R15/16 CDRX: adopting R15/R16 DRX configuration. 
· [bookmark: _Hlk68034438]e-CDRX: aligning the start time of DRX ON Duration with the arrival of XR traffic. 
· PDCCH skipping: PDCCH skipping with jitter handling.
[bookmark: _Ref71583801][bookmark: _Ref71557184]Table 16. The configuration for R15/16 CDRX and e- CDRX
	Cases
	DRX cycle (ms)
	drx-onDurationTimer (ms)
	drx-InactivityTimer(ms)

	R15/16 CDRX
	10
	8
	4

	R15/16 CDRX
	16
	12
	4

	R15/16 CDRX
	16
	14
	4

	e-CDRX
	16
	5
	3

	e-CDRX
	16
	6
	3



· [bookmark: _Hlk71111602]High load case
[bookmark: _Ref71109145][bookmark: _Hlk67422886]Table 17. FR1 DL capacity and power consumption results in Indoor Hotspot scenario 
	Metrics
 

Cases
	Satisfied #UE / total #UE per cell
	Type of counted UEs
	Mean_power
	Power Saving Gain (PSG) compared to Baseline

	
	
	
	
	Mean PSG
	PSG of 5%-tile UE in PSG CDF
	PSG of 50%-tile UE in PSG CDF
	PSG of 95%-tile UE in PSG CDF

	AlwaysOn
	5.81/6
	all
	120.19
	-
	-
	-
	-

	
	
	satisfied
	119.99
	-
	-
	-
	-

	R15/16 CDRX
10ms_8ms_4ms
	5.53/6
	all
	114.42
	4.80%
	3.19%
	4.84%
	7.11%

	
	
	satisfied
	114.20
	4.82%
	3.19%
	4.86%
	7.16%

	R15/16 CDRX
16ms_12ms_4ms
	4.64/6
	all
	111.99
	6.83%
	5.00%
	6.87%
	9.03%

	
	
	satisfied
	111.79
	6.83%
	5.00%
	6.89%
	9.03%

	R15/16 CDRX
16ms_14ms_4ms
	5.64/6
	all
	116.50
	3.07%
	2.14%
	3.18%
	4.14%

	
	
	satisfied
	116.28
	3.08%
	2.14%
	3.20%
	4.19%

	e-CDRX
16ms_5ms_3ms
	5.17/6
	all
	88.16
	26.65%
	17.36%
	27.73%
	35.00%

	
	
	satisfied
	87.90
	26.74%
	17.38%
	27.73%
	35.27%

	e-CDRX
16ms_6ms_3ms
	5.61/6
	all
	89.62
	25.43%
	17.16%
	26.56%
	32.57%

	
	
	satisfied
	89.35
	25.53%
	17.21%
	26.56%
	32.79%

	PDCCH skipping
	5.69/6
	all
	81.64
	32.07%
	26.47%
	32.77%
	37.40%

	
	
	satisfied
	81.41
	32.15%
	26.47%
	32.77%
	37.58%



[bookmark: _Ref68640824][bookmark: _Ref71189622]Observation 29: For DL VR with 45Mbps_60FPS_10ms in FR1 in Indoor Hotspot with 6 UEs/cell, 
· 4.80% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 3.07% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 25.43% mean PSG can be achieved under all UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 32.07% mean PSG can be achieved under all UEs without capacity loss by using PDCCH skipping with jitter handling scheme.
[bookmark: _Ref71189626]Observation 30: For DL VR with 45Mbps_60FPS_10ms in FR1 in Indoor Hotspot with 6 UEs/cell, 
· 4.82% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 3.08% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 25.53% mean PSG can be achieved under satisfied UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 32.15% mean PSG can be achieved under satisfied UEs without capacity loss by using PDCCH skipping with jitter handling scheme.
· Light load case
[bookmark: _Ref71120068][bookmark: _Ref71557225]Table 18. FR1 DL capacity and power consumption results in Indoor Hotspot scenario 
	Metrics
 

Cases
	Satisfied #UE / total #UE per cell
	Type of counted UEs
	Mean_power
	Power Saving Gain (PSG) compared to Baseline

	
	
	
	
	Mean PSG
	PSG of 5%-tile UE in PSG CDF
	PSG of 50%-tile UE in PSG CDF
	PSG of 95%-tile UE in PSG CDF

	AlwaysOn
	3.00/3
	all/ satisfied
	111.30
	-
	-
	-
	-

	R15/16 CDRX
10ms_8ms_4ms
	3.00/3
	all/ satisfied
	105.13
	5.55%
	4.32%
	5.50%
	7.31%

	R15/16 CDRX
16ms_12ms_4ms
	2.94 /3
	all
	102.51
	7.90%
	6.19%
	7.98%
	9.20%

	
	
	satisfied
	102.51
	7.90%
	6.19%
	7.98%
	9.20%

	R15/16 CDRX
16ms_14ms_4ms
	3.00/3
	all/ satisfied
	107.26
	3.63%
	2.94%
	3.65%
	4.27%

	e-CDRX
16ms_5ms_3ms
	3.00/3
	all/ satisfied
	76.13
	31.60%
	25.08%
	32.34%
	36.39%

	e-CDRX
16ms_6ms_3ms
	3.00/3
	all/ satisfied
	78.24
	29.71%
	24.24%
	30.25%
	33.75%

	PDCCH skipping
	3.00/3
	all/ satisfied
	72.37
	34.98%
	31.27%
	35.34%
	37.65%



[bookmark: _Ref71189628][bookmark: _Ref71109153]Observation 31: For DL VR with 45Mbps_60FPS_10ms in FR1 in Indoor Hotspot with 3 UEs/cell, 
· 5.55% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 7.90% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 31.60% mean PSG can be achieved under all UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 34.98% mean PSG can be achieved under all UEs without capacity loss by using PDCCH skipping with jitter handling scheme.
[bookmark: _Ref71189631]Observation 32: For DL VR with 45Mbps_60FPS_10ms in FR1 in Indoor Hotspot with 3 UEs/cell, 
· 5.55% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 7.90% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 31.60% mean PSG can be achieved under satisfied UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 34.98% mean PSG can be achieved under satisfied UEs without capacity loss by using PDCCH skipping with jitter handling scheme.
Based on the observations given above, for high load case using R15/16 CDRX, to ensure achieving the requirement of capacity, the values of drx-onDurationTimer and drx-InactivityTimer should be larger enough to provide sufficient scheduling, transmission opportunities and cover the jitter range (i.e. [-4, 4]ms). Thus, only about 4.80% PSG can be obtained by CDRX with 10ms DRX cycle. 
Regarding to e-CDRX which can align the start time of DRX ON Duration with the ideal arrival of XR traffic dynamically, the traffic bursts will be scheduled in time and the power consumption due to mismatching will be reduced. Also, a shorter drx-onDurationTimer (i.e. 6ms) can be configured without impacting any system capacity for high load case. Additionally, to handle jitter, the length of drx-onDurationTimer should be no less than the maximum positive jitter range (i.e. +4ms) in our evaluation. Similar effects can be also achieved by adopting PDCCH skipping with jitter handling scheme. Compared to e-CDRX, enhanced PDCCH skipping scheme shows a little more PSG, since the PDCCH skipping command can be sent and applied immediately without waiting for the expiry of drx-InactivityTimer, when there is no traffic buffered in the gNB side. However, it is no doubt that PDCCH skipping with jitter handling scheme will bring more signaling overhead than e-CDRX method, since the PDCCH skipping command is required at least once per DRX cycle. 
As observed from the above tables, compared to the R15/R16 CDRX configuration, both enhanced CDRX and enhanced PDCCH skipping scheme can achieve about 30% mean PSG without capacity loss, which is four times as much as the mean PSG of R15/16 CDRX. Compared to high load case, light load case can obtain larger power saving gain, and larger power saving gain can be further obtained without capacity loss by setting a shorter drx-onDurationTimer and drx-InactivityTimer both for R15/16 CDRX and enhanced CDRX schemes. For example, by using e-CDRX with 16ms_5ms_3ms, the high load case cannot meet the capacity requirements but there is no effect on the capacity of the light load case. In addition, the power consumption statistics of only satisfied UEs can bring negligible power saving gain, compared with that of all UEs, because less than 10% of UEs are dissatisfied when the system capacity requirements are met.
[bookmark: _Ref68640838]Observation 33: By adopting the R15/R16 CDRX configuration, only 3.07%~7.90% mean PSG can be obtained without the loss of the system capacity in FR1 DL.
[bookmark: _Ref68640840]Observation 34: 25.43%~34.98% mean PSG will be achieved by aligning the start time of DRX ON Duration with the arrival of XR traffic or PDCCH skipping scheme without capacity loss, which is four times as much as the power saving gain obtained by the R15/R16 CDRX configuration.
[bookmark: _Ref71189642]Observation 35: Compared to high load case, light load case can obtain larger power saving gain, and a shorter timer can be set to save more power without capacity loss.
[bookmark: _Ref71189645]Observation 36: Compared to counting the power consumption of all UEs, there is only a negligible difference in power saving gain of counting the power consumption of only satisfied users.
3.2. UL pose/control stream
[bookmark: _Hlk71118441]In the last meeting, the period of UL pose/control stream is assumed as 4ms without jitter. So, an integer DRX cycle can be configured to match the UL traffic arrival. Note that the packet arrival interval of pose/control stream is far below the corresponding PDB requirement (i.e., 10ms), and the packet size is extremely small which can be finished by using only one TTI. Due to these reasons, to further avoid the transition between wake up and go to sleep states, several packets can be bundled together. In our evaluation, considering the potential impact to the system capacity, we assume that two UL pose/control packets can be bundled transmitted. Figure 5 illustrates the packets bundled transmission with corresponding DRX configurations compared to UL pose/control stream transmission without using packet bundling. As analyzed in Figure 5, the PDB of bundled packet should take the minimum PDB of the two single packets, i.e. the PDB of bundled packet is 6ms. And the corresponding DRX configuration parameters for without packet bundling and two packets bundling can be found in Table 19. 
· AlwaysOn (Baseline): Without adopting any power saving mechanism.
· R15/16 CDRX: R15/16 CDRX configuration without packet bundling. 
· [bookmark: _Hlk71118598][bookmark: _Hlk68166974]CDRX for packets bundling: packets bundled transmission (i.e., two packets are bundled together for transmission at a time)
[bookmark: _Ref67910974]Table 19. The DRX configuration for UL pose/control stream
	Cases
	DRX cycle (ms)
	drx-onDurationTimer (ms)
	drx-InactivityTimer(ms)

	[bookmark: _Hlk71664016]R15/16 CDRX
	4
	2
	1

	CDRX for
packets bundling
	8
	3
	1





[bookmark: _Ref68184086]Figure 5. Packets bundled transmission with corresponding DRX configurations
For FR1 UL in Indoor Hotspot scenario, VR application with one stream (pose/control stream) is evaluated. When there is 15 UEs per cell, the ratio of satisfied UEs is still 100% and the system resource utilization is only 20.47%. So only the power consumption results of light load case are provided, and the power consumption statistics of all UEs and only satisfied UEs are the same. In the simulation of this section, a UE will be declared as a satisfied UE if more than 99% of the uplink packets are successfully delivered within PDB. As shown in Table 20, compared with the DRX configuration without packets bundling, the packets bundled transmission scheme can obtain additional 13.37% PSG in Indoor Hotspot.
[bookmark: _Ref67923306]Table 20. FR1 UL capacity and power consumption results in Indoor Hotspot scenario
	Metrics
 

Cases
	Satisfied #UE / total #UE per cell
	Type of counted UEs
	Mean_power
	Power Saving Gain (PSG) compared to Baseline

	
	
	
	
	Mean PSG
	PSG of 5%-tile UE in PSG CDF
	PSG of 50%-tile UE in PSG CDF
	PSG of 95%-tile UE in PSG CDF

	AlwaysOn
	15/15
	all/ satisfied
	118.48
	-
	-
	-
	-

	R15/16 CDRX
4ms_2ms_1ms
	15.00/15
	all/ satisfied
	91.43
	22.83%
	22.82%
	22.83%
	22.85%

	R15/16 CDRX for
packets bundling
8ms_3ms_1ms
	15.00/15
	all/ satisfied
	75.59
	36.20%
	36.18%
	36.20%
	36.23%


[bookmark: _Ref68640856]
[bookmark: _Ref71189648]Observation 37: For UL pose/control stream in FR1 in Indoor Hotspot, 
· 22.83% mean PSG can be achieved without capacity loss by using R15/16 CDRX without considering packets bundling. 
· 36.20% mean PSG can be achieved without capacity loss by using packets bundled transmission.
[bookmark: _Ref68640859]Observation 38: Compared with the R15/16 CDRX configuration without packet bundling, the packets bundled transmission scheme can obtain additional 13.37% PSG in Indoor Hotspot scenario.
3.3. [bookmark: _Ref71537847]UL video stream
Similar to the characteristics of XR downlink traffic, AR uplink traffic such as scene/video information also has the non-integer period (e.g., 16.67ms). Differently, there is no need to model jitter for uplink traffic. Therefore, the four power saving schemes without jitter handling and evaluation method evaluated by using DL XR traffic can be reused for uplink AR traffic model with single stream. And the DRX parameters of different schemes are captured in Table 21. The power consumption characteristics under high and low loads are evaluated separately for AR traffic model with single stream (10Mbps_60FPS_60ms) in FR1 UL Dense Urban scenario.
· AlwaysOn (Baseline): without adopting any power saving mechanism.
· [bookmark: _Hlk67906544]R15/16 CDRX: adopting R15/R16 CDRX configuration. 
· e-CDRX: aligning the start time of DRX ON Duration with the arrival of XR traffic. 
· PDCCH skipping: PDCCH skipping without jitter handling.
[bookmark: _Ref67904347]Table 21. The DRX configuration for R15/16 CDRX and e-CDRX 
	Cases
	DRX cycle (ms)
	drx-onDurationTimer (ms)
	drx-InactivityTimer(ms)

	R15/16 CDRX
	10
	8
	4

	R15/16 CDRX
	16
	14
	4

	e-CDRX
	16
	6
	3



· [bookmark: _Hlk70093295][bookmark: _Ref67906133]High load case
Table 22. FR1 UL capacity and power consumption results in Dense Urban scenario
	Metrics
 

Cases
	Satisfied #UE / total #UE per cell
	Type of counted UEs
	Mean_power
	Power Saving Gain (PSG) compared to Baseline

	
	
	
	
	Mean PSG
	PSG of 5%-tile UE in PSG CDF
	PSG of 50%-tile UE in PSG CDF
	PSG of 95%-tile UE in PSG CDF

	AlwaysOn
	4.62/5
	all
	116.17
	-
	-
	-
	-

	
	
	satisfied
	115.22
	-
	-
	-
	-

	R15/16 CDRX
10ms_8ms_4ms
	4.59/5
	all
	107.83
	7.18%
	2.27%
	8.65%
	9.38%

	
	
	satisfied
	106.86
	7.26%
	2.19%
	8.10%
	8.60%

	R15/16 CDRX
16ms_14ms_4ms
	4.59/5
	all
	111.29
	4.21%
	1.38%
	5.04%
	5.31%

	
	
	satisfied
	110.30
	4.27%
	1.71%
	5.06%
	5.31%

	e-CDRX
16ms_6ms_3ms
	4.51/5
	all
	80.69
	30.54%
	9.40%
	37.28%
	38.62%

	
	
	satisfied
	79.54
	30.97%
	10.10%
	37.33%
	38.64%

	PDCCH skipping
	4.62/5
	all
	60.32
	48.08%
	2.20%
	59.97%
	61.62%

	
	
	satisfied
	58.63
	49.11%
	6.37%
	60.14%
	61.63%



[bookmark: _Ref71189660]Observation 39: For UL video stream with 10Mbps_60FPS_10ms of AR in FR1 in Dense Urban with 5 UEs/cell, 
· 7.18% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 4.21% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 30.54% mean PSG can be achieved under all UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 48.08% mean PSG can be achieved under all UEs without capacity loss by using PDCCH skipping scheme.
[bookmark: _Ref71189663]Observation 40: For UL video stream with 10Mbps_60FPS_10ms of AR in FR1 in Dense Urban with 5 UEs/cell, 
· 7.26% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 4.27% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 30.97% mean PSG can be achieved under satisfied UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 49.11% mean PSG can be achieved under satisfied UEs without capacity loss by using PDCCH skipping scheme.
· [bookmark: _Ref67906142]Light load case
Table 23. FR1 UL capacity and power consumption results in Dense Urban scenario
	Metrics
 

Cases
	Satisfied #UE / total #UE per cell
	Type of counted UEs
	Mean_power
	Power Saving Gain (PSG) compared to Baseline

	
	
	
	
	Mean PSG
	[bookmark: _Hlk71555175]PSG of 5%-tile UE in PSG CDF
	PSG of 50%-tile UE in PSG CDF
	PSG of 95%-tile UE in PSG CDF

	AlwaysOn
	2.86/3
	all
	113.39
	-
	-
	-
	-

	
	
	satisfied
	112.30
	-
	-
	-
	-

	R15/16 CDRX
10ms_8ms_4ms
	2.84/3
	all
	105.23
	7.20%
	2.77%
	8.27%
	8.64%

	
	
	satisfied
	104.07
	7.33%
	2.94%
	8.27%
	8.64%

	R15/16 CDRX
16ms_14ms_4ms
	2.86/3
	all
	108.25
	4.54%
	1.88%
	5.17%
	5.33%

	
	
	satisfied
	107.11
	4.62%
	1.98%
	5.18%
	5.33%

	e-CDRX
16ms_6ms_3ms
	2.79/3
	all
	76.18
	32.81%
	12.08%
	37.99%
	38.70%

	
	
	satisfied
	74.94
	33.27%
	15.58%
	38.02%
	38.70%

	PDCCH skipping
	2.86/3
	all
	54.48
	51.95%
	13.16%
	61.01%
	61.80%

	
	
	satisfied
	52.80
	52.98%
	19.18%
	61.04%
	61.80%



[bookmark: _Ref71189672]Observation 41: For UL video stream with 10Mbps_60FPS_10ms of AR in FR1 in Dense Urban with 3 UEs/cell, 
· 7.20% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 4.54% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 32.81% mean PSG can be achieved under all UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 51.95% mean PSG can be achieved under all UEs without capacity loss by using PDCCH skipping scheme.
[bookmark: _Ref71189674][bookmark: _Hlk71451552]Observation 42: For UL video stream with 10Mbps_60FPS_10ms of AR in FR1 in Dense Urban with 3 UEs/cell, 
· 7.33% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 4.62% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle.
·  33.27% mean PSG can be achieved under satisfied UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 52.98% mean PSG can be achieved under satisfied UEs without capacity loss by using PDCCH skipping scheme.
[bookmark: _Hlk71178981]Similar as the results and analyzes for downlink traffic, only 4.21%~7.33% mean PSG can be achieved by using the R15/R16 CDRX configuration. And 30.54%~33.27% mean PSG can be obtained without loss of the system capacity for enhanced CDRX scheme. To ensure the performance of cell edge UEs, especially for high load case, e-CDRX has to configure a longer drx-onDurationTimer and drx-InactivityTimer, which increases unnecessary power consumption for High SINR UEs. In fact, gNB can configure per UE DRX configuration to achieve a larger mean PSG for enhanced CDRX scheme. By using PDCCH skiping, there is no need to configure the jitter window and thus, 48.08%~52.98% mean PSG can be obtained without loss of the system capacity under different system lodas conditions. In addition, because of different transmitting power between cell-edge UEs and cell-center UEs, the PSG by using power-saving schemes has a great difference for different UEs, which can be seen from the CDF distribution of PSG. Due to the poor effect of PS schemes on cell-edge UEs, the PSG of 5%-tile UE in PSG CDF increase when only the power consumption of satisfied users is counted.
[bookmark: _Ref68640846]Observation 43: By adopting the R15/R16 CDRX configuration, only 4.21%~7.33% mean PSG can be obtained without the loss of the system capacity for video stream with 10Mbps_60FPS_10ms of AR in FR1 UL in Dense Urban.
[bookmark: _Ref68640854]Observation 44: For UL video stream with 10Mbps_60FPS_10ms of AR in FR1 in Dense Urban, 30.54%~33.27% PSG and 48.08%~52.98% mean PSG can be obtained without capacity loss by aligning the start time of DRX ON Duration with the arrival of XR traffic and adopting PDCCH skipping scheme, respectively.
[bookmark: _Ref71581247]Observation 45: Compared with the cell-edge UEs, the cell-center UEs can obtain a greater power saving gain, especially for UL AR traffic.
3.4. UL pose/control stream + UL video stream
The results of FR1 UL AR traffic with two streams are provided in this section, that one stream is pose/control stream and the other is aggregating streams (scene/video/data/audio) with 10Mbps_60FPS_60ms. Since the aggregating streams with relatively large packet size mainly limit the system capacity, the power saving schemes used for single video stream evaluation in section3.3 are multiplexed, and proper DRX configuration can be found in Table 24. Compared to single stream model, the PSG of two streams by deploying the same PS schemes is smaller, which is closer to the actual working state of UEs. For UL AR traffic with two streams, since scheduling of intensive pose/control stream, UEs have fewer opportunities to go to a sleep state and more power will be consumed compared to the single-stream model.
[bookmark: _Ref71538966]Table 24. The DRX configuration for R15/16 CDRX and e-CDRX 
	Cases
	DRX cycle (ms)
	drx-onDurationTimer (ms)
	drx-InactivityTimer(ms)

	R15/16 CDRX
	10
	8
	4

	R15/16 CDRX
	16
	12
	4

	e-CDRX
	16
	6
	3


[bookmark: _Hlk70093324]
· High load case
Table 25. FR1 UL capacity and power consumption results in Dense Urban scenario
	Metrics
 

Cases
	Satisfied #UE / total #UE per cell
	Type of counted UEs
	Mean_power
	Power Saving Gain (PSG) compared to Baseline

	
	
	
	
	Mean PSG
	PSG of 5%-tile UE in PSG CDF
	PSG of 50%-tile UE in PSG CDF
	PSG of 95%-tile UE in PSG CDF

	AlwaysOn
	4.57/5
	all
	131.20
	-
	-
	-
	-

	
	
	satisfied
	130.30
	-
	-
	-
	-

	R15/16 CDRX
10ms_8ms_4ms
	4.54/5
	all
	127.29
	2.97%
	0.17%
	3.33%
	6.26%

	
	
	satisfied
	126.40
	3.00%
	0.16%
	3.37%
	6.27%

	R15/16 CDRX
16ms_12ms_4ms
	4.54/5
	all
	124.93
	4.77%
	2.02%
	4.93%
	7.53%

	
	
	satisfied
	123.85
	4.95%
	1.79%
	5.29%
	7.44%

	e-CDRX
16ms_6ms_3ms
	4.54/5
	all
	99.98
	23.80%
	8.89%
	28.09%
	29.93%

	
	
	satisfied
	97.64
	25.07%
	9.46%
	29.09%
	30.93%

	PDCCH skipping
	4.56/5
	all
	84.67
	35.46%
	3.20%
	38.67%
	42.38%

	
	
	satisfied
	83.05
	36.26%
	5.24%
	38.71%
	42.59%



[bookmark: _Ref71581251]Observation 46: For UL pose/control+video(10Mbps_60FPS_60ms) streams of AR in FR1 in Dense Urban with 5 UEs/cell, 
· 2.97% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 4.77% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 23.80% mean PSG can be achieved under all UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 35.46% mean PSG can be achieved under all UEs without capacity loss by using PDCCH skipping scheme.
[bookmark: _Ref71581254]Observation 47: For UL pose/control+video(10Mbps_60FPS_60ms) streams of AR in FR1 in Dense Urban with 5 UEs/cell, 
· 3.00% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 4.95% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 25.07% mean PSG can be achieved under satisfied UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 36.26% mean PSG can be achieved under satisfied UEs without capacity loss by using PDCCH skipping scheme.
· Light load case
Table 26. FR1 UL capacity and power consumption results in Dense Urban scenario
	Metrics
 

Cases
	Satisfied #UE / total #UE per cell
	Type of counted UEs
	Mean_power
	Power Saving Gain (PSG) compared to Baseline

	
	
	
	
	Mean PSG
	PSG of 5%-tile UE in PSG CDF
	PSG of 50%-tile UE in PSG CDF
	PSG of 95%-tile UE in PSG CDF

	AlwaysOn
	2.84/3
	all
	129.56
	-
	-
	-
	-

	
	
	satisfied
	128.51
	-
	-
	-
	-

	R15/16 CDRX
10ms_8ms_4ms
	2.81/3
	all
	125.65
	3.02%
	0.00%
	3.98%
	6.19%

	
	
	satisfied
	124.62
	3.03%
	0.01%
	3.98%
	6.19%

	R15/16 CDRX
16ms_12ms_4ms
	2.78/3
	all
	123.31
	4.82%
	2.06%
	5.00%
	7.49%

	
	
	satisfied
	122.06
	5.02%
	2.32%
	5.29%
	7.44%

	e-CDRX
16ms_6ms_3ms
	2.80/3
	all
	97.31
	24.89%
	9.68%
	28.39%
	29.97%

	
	
	satisfied
	96.06
	25.25%
	11.67%
	28.39%
	29.97%

	PDCCH skipping
	2.81/3
	all
	81.35
	37.21%
	6.06%
	39.24%
	45.63%

	
	
	satisfied
	79.73
	37.96%
	8.52%
	39.57%
	42.11%



[bookmark: _Ref71581257]Observation 48: For UL pose/control+video(10Mbps_60FPS_60ms) streams of AR in FR1 in Dense Urban with 3 UEs/cell, 
· 3.02% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 4.82% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 24.89% mean PSG can be achieved under all UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 37.21% mean PSG can be achieved under all UEs without capacity loss by using PDCCH skipping scheme.
[bookmark: _Ref71581260]Observation 49: For UL pose/control+video(10Mbps_60FPS_60ms) streams of AR in FR1 in Dense Urban with 3 UEs/cell, 
· 3.03% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 5.02% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 25.25% mean PSG can be achieved under satisfied UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 37.96% mean PSG can be achieved under satisfied UEs without capacity loss by using PDCCH skipping scheme.
[bookmark: _Ref71581266]Observation 50: For UL AR traffic, compared with single stream model, less PSG can be obtained for two streams by using the same power saving schemes.
3.5. DL video stream + UL pose/control stream
[bookmark: _Hlk71179751]For XR/CG applications, DL and UL transmission occur simultaneously and both contribute to power consumption. Also, XR/CG has dense UL traffic, such as pose/control stream with 4ms packets period, which may consume extra power when evaluating some power saving schemes. For example, compared to DL independent evaluation, dense UL traffic may activate the Inactivity timer constantly by using R15/16 CDRX when DL and UL performances are evaluated together. In this section, DL and UL performances are evaluated together for different power saving schemes to obtain the total power consumption for VR application in FR1 Indoor Hotspot scenario. A single video stream (45Mbps_60FPS_10ms) is assumed for DL transmission and pose/control stream is assumed for UL transmission. The power saving schemes used for DL XR traffic are reused for the evaluation of DL and UL together transmission. And corresponding configurations for R15/16 CDRX and e- CDRX can be found in Table 27.
· AlwaysOn (Baseline): Without adopting any power saving mechanism.
· R15/16 CDRX: adopting R15/R16 CDRX configuration. 
· e-CDRX: aligning the start time of DRX ON Duration with the arrival of XR traffic. 
· PDCCH skipping: PDCCH skipping with jitter handling.
[bookmark: _Ref71127674]Table 27. The configuration for CDRX and e- CDRX for DL and UL together transmission
	Cases
	DRX cycle (ms)
	drx-onDurationTimer (ms)
	drx-InactivityTimer(ms)

	R15/16 CDRX
	10
	8
	4

	R15/16 CDRX
	16
	12
	4

	e-CDRX
	16
	6
	3



· High load case
Table 28. FR1 DL+UL capacity and power consumption results in Indoor Hotspot scenario 
	Metrics
 

Cases
	Satisfied #UE / total #UE per cell
	Type of counted UEs
	Mean_power
	Power Saving Gain (PSG) compared to Baseline

	
	
	
	
	Mean PSG
	PSG of 5%-tile UE in PSG CDF
	PSG of 50%-tile UE in PSG CDF
	PSG of 95%-tile UE in PSG CDF

	AlwaysOn
	5.78/6
	all
	151.21
	-
	-
	-
	-

	
	
	satisfied
	151.00
	-
	-
	-
	-

	R15/16 CDRX
10ms_8ms_4ms
	5. 75/6
	all
	148.61
	1.72%
	0.05%
	1.32%
	4.34%

	
	
	satisfied
	148.39
	1.73%
	0.05%
	1.34%
	4.34%

	R15/16 CDRX
16ms_12ms_4ms
	5.58/6
	all
	146.27 
	3.27%
	1.93%
	3.25%
	5.20%

	
	
	satisfied
	146.06
	3.27%
	1.98%
	3.25%
	5.22%

	e-CDRX
16ms_6ms_3ms
	5.58/6
	all
	116.23
	23.13%
	15.45%
	23.63%
	29.53%

	
	
	satisfied
	115.92
	23.23%
	15.62%
	23.73%
	29.60%

	PDCCH skipping
	5.62 /6
	all
	99.39
	34.27%
	28.80%
	34.86%
	38.74%

	
	
	satisfied
	99.11
	34.37%
	28.95%
	34.94%
	38.95%



[bookmark: _Ref71189689]Observation 51: For DL and UL together transmission (DL 45Mbps_60FPS_10ms and UL pose/control stream) in FR1 in Indoor Hotspot with 6 UEs/cell, 
· 1.72% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 3.27% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 23.13% mean PSG can be achieved under all UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 34.27% mean PSG can be achieved under all UEs without capacity loss by using PDCCH skipping with jitter handling scheme.
[bookmark: _Ref71189692]Observation 52: For DL and UL together transmission (DL 45Mbps_60FPS_10ms and UL pose/control stream) in FR1 in Indoor Hotspot with 6 UEs/cell, 
· 1.73% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 3.27% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 23.23% mean PSG can be achieved under satisfied UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 34.37% mean PSG can be achieved under satisfied UEs without capacity loss by using PDCCH skipping with jitter handling scheme.
· Light load case
Table 29. FR1 DL+UL capacity and power consumption results in Indoor Hotspot scenario 
	Metrics
 

Cases
	Satisfied #UE / total #UE per cell
	Type of counted UEs
	Mean_power
	Power Saving Gain (PSG) compared to Baseline

	
	
	
	
	Mean PSG
	PSG of 5%-tile UE in PSG CDF
	PSG of 50%-tile UE in PSG CDF
	PSG of 95%-tile UE in PSG CDF

	AlwaysOn
	3.00/3
	all/ satisfied
	142.35 
	-
	-
	-
	-

	R15/16 CDRX
10ms_8ms_4ms
	3.00/3
	all/ satisfied
	139.87 
	1.74%
	0.16%
	1.39%
	4.37%

	R15/16 CDRX
16ms_12ms_4ms
	3.00/3
	all/ satisfied
	136.86 
	3.86%
	2.22%
	3.68%
	5.84%

	e-CDRX
16ms_6ms_3ms
	3.00/3
	all/ satisfied
	103.96
	26.97%
	22.69%
	27.60%
	30.53%

	PDCCH skipping
	3.00/3
	all/ satisfied
	89.57 
	37.08%
	34.13%
	37.17%
	39.72%



[bookmark: _Ref71189697]Observation 53: For DL and UL together transmission (DL 45Mbps_60FPS_10ms and UL pose/control stream) in FR1 in Indoor Hotspot with 3 UEs/cell, 
· 1.74% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 3.86% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 26.97% mean PSG can be achieved under all UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 37.08% mean PSG can be achieved under all UEs without capacity loss by using PDCCH skipping with jitter handling scheme.
[bookmark: _Ref71189700][bookmark: _Hlk71180804]Observation 54: For DL and UL together transmission (DL 45Mbps_60FPS_10ms and UL pose/control stream) in FR1 in Indoor Hotspot with 3 UEs/cell, 
· 1.74% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 3.86% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 26.97% mean PSG can be achieved under satisfied UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 37.08% mean PSG can be achieved under satisfied UEs without capacity loss by using PDCCH skipping with jitter handling scheme.
[image: ]
[bookmark: _Ref71180749][bookmark: _Hlk71180816][bookmark: _Hlk71183496]Figure 6. Relative time fraction of different power consumption states of all UEs (DL VR + UL pose)
[bookmark: _Hlk71183489]For DL and UL together transmission, Figure 6 illustrates the relative time fraction of different power consumption states by all UEs for different schemes with 3UEs per cell. Compared with only downlink transmission, DL and UL together transmission consumes more energy for each UE due to the existence of the PUSCH state. For R15/16 CDRX scheme, due to the mismatch between the DRX cycle and the packet arrival cycle, the values of drx-onDurationTimer and drx-InactivityTimer have to set larger enough to provide sufficient scheduling. And because the scheduling of uplink dense pose/control stream frequently restarts the drx-InactivityTimer, the UE has no opportunity to go to sleep and can only obtain a 1.75% PSG.
[bookmark: _Hlk71184287][bookmark: _Hlk71183964]For e-CDRX scheme which can align the start time of DRX ON Duration with the ideal arrival of XR traffic dynamically, a shorter drx-onDurationTimer and drx-InactivityTimer can be configured without impacting system capacity.  Some UL pose/control packets that arrive in the UE sleep state have to be transmitted by bundling, which can be seen from the doubled decreased ratio of PDCCH/PUCCH and PUSCH states in case 3 and case 4 from Figure 6. Since the scheduling of UL packets can also activate drx-InactivityTimer, a shorter drx-onDurationTimer can be set without affecting system capacity for high load case. In addition, compared to the R15/R16 CDRX configuration, both enhanced CDRX and enhanced PDCCH skipping scheme can achieve a significant mean PSG without capacity loss. Because the proportion of the PDCCH/PUCCH state and PUSCH state can be deduced doubly, and there is much more chance to enter a light sleep state with lower energy consumption.
[bookmark: _Ref71189703]Observation 55: For DL and UL together transmission (DL VR + UL pose) in FR1 in Indoor Hotspot scenario, R15/16 CDRX scheme can only obtain 3.86% power saving gain due to frequently restarting the drx-InactivityTimer by the scheduling of UL traffic.
[bookmark: _Ref71189706]Observation 56: For DL and UL together transmission (DL VR + UL pose), both enhanced CDRX and enhanced PDCCH skipping schemes can achieve a significant mean PSG without capacity loss due to the reduced ratio of PDCCH and PUSCH states and the increased chance into the light sleep state.
4. [bookmark: OLE_LINK5][bookmark: OLE_LINK6]Performance evaluation results of coverage
[bookmark: OLE_LINK11][bookmark: OLE_LINK12][bookmark: OLE_LINK2][bookmark: OLE_LINK3]In our companion’s contribution, both system-level evaluation and the link-level evaluation are all considered for coverage evaluation. For SLS evaluation, the coupling loss of satisfied UEs is used as the metric for the XR coverage evaluation. And for LLS evaluation, the max isotropic loss (MIL) is the XR coverage evaluation metric [3]. Most the simulation assumptions for capacity evaluation can be reused, and the channel-specific parameters of PDSCH and PUSCH are shown in appendix B, the channel-specific parameters of other channels are described in TR 38.830 [4]. The evaluation results of system-level and link-level for different scenarios are shown below.
4.1. [bookmark: _Hlk71638720][bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: _Hlk67385790]System-level evaluation results
In this section, the coupling loss of satisfied UEs is provided to analyse the coverage performance of XR traffic from the perspective of system-level simulation. Based on the capacity evaluation results in section 2.1, it is assumed that the minimal value of the DL and UL system capacity results is the average number of UEs per cell in coverage evaluation. The coupling loss results of AR traffic in Dense Urban scenario in FR1 are provided in Figure 7, where the DL video stream with 45Mbps_60FPS_10 and a UL single stream (scene/video/data/audio) with 10Mbps_60FPS_60ms are simulated independently. As observed from Figure 7, the maximum coupling loss for satisfied UE is about 135 dB for PDSCH and 125 dB for PUSCH. Compared to PUSCH, PDSCH in Dense Urban has better coverage performance, and the bottleneck of AR traffic is PUSCH.
· 4GHz, DDDSU, Dense Urban
[image: ]
[bookmark: _Ref71649311][bookmark: _Hlk71640847]Figure 7. Coupling loss for 4GHz, DDDSU, 100MHz, Dense Urban
[bookmark: _Ref71649113]Observation 57: For Dense Urban scenarios in FR1, for AR traffic with 100MHz bandwidth, PUSCH is the bottleneck channel with frame structure DDDSU from system level simulation perspective.
4.2. Link-level evaluation results
4.2.1. FR1
[bookmark: _Hlk53581115][bookmark: _Hlk53580479]Following carrier frequencies and frame structures are considered in FR1, and only NLOS outdoor-to-indoor is considered for Dense Urban scenario and Urban Macro scenario. In coverage evaluation of XR traffic, the target data rate of PDSCH is 30Mbps, 45Mbps and 60Mbps. And the data rate requirements 0.2Mbps and 20Mbps for PUSCH are evaluated, which correspond to two cases for Pose information and Scene information respectively. The evaluation results of FR1 Dense Urban and Urban Macro scenario are shown in Figure 8 and Figure 9. It can be observed that PUSCH is the bottleneck channel among all channels, based on MIL, especially the PUSCH with high data-rate requirement.
· 4GHz, DDDSU, Dense Urban

[bookmark: _Ref61883947][bookmark: _Hlk61882891]Figure 8. MIL for 4GHz, DDDSU, Dense Urban
· [bookmark: _Hlk61466768]4GHz, DDDSU, Urban Macro

[bookmark: _Ref68355781]Figure 9. MIL for 4GHz, DDDSU, Urban Macro
[bookmark: _Ref68640867]Observation 58: For both Dense Urban and Urban Macro scenarios in FR1, for VR/AR/CG traffic with 100MHz bandwidth, PUSCH is the bottleneck channel with frame structure DDDSU in terms of MIL.
4.2.2. FR2
Following carrier frequency and frame structures with 100MHz and 400MHz bandwidth are evaluated in FR2, respectively. For Dense Urban scenario, only NLOS outdoor-to-indoor is evaluated. Only NLOS indoor-to-indoor is considered for Indoor Hotspot scenario. The target data rate of PDSCH is 30Mbps, 45Mbps and 60Mbps. And the data rate requirements 0.2Mbps and 20Mbps for PUSCH are evaluated, which correspond to two cases for Pose information and Scene information respectively. And the evaluation results for Dense Urban and Indoor Hotspot scenarios in FR2 are shown in Figure 10 to Figure 13.
· [bookmark: _Hlk61466776]30GHz, DDDSU, 400MHz, Dense Urban

[bookmark: _Ref71184536]Figure 10. MIL for 30GHz, DDDSU, 400MHz, Dense Urban
· 30GHz, DDDSU, 100MHz, Dense Urban

[bookmark: _Ref68355846]Figure 11. MIL for 30GHz, DDDSU, 100MHz, Dense Urban
[bookmark: _Ref68640870]Observation 59: For Dense Urban scenario in FR2, for VR/AR/CG traffic with 400MHz and 100MHz bandwidth, PUSCH is the bottleneck channel with frame structure DDDSU in terms of MIL.
· 30GHz, DDDSU, 400MHz, Indoor Hotspot

[bookmark: _Ref61883981]Figure 12. MIL for 30GHz, DDDSU, 400MHz, Indoor Hotspot
· 30GHz, DDDSU, 100MHz, Indoor Hotspot

[bookmark: _Ref71184546]Figure 13. MIL for 30GHz, DDDSU, 100MHz, Indoor Hotspot
[bookmark: _Ref68683395]Observation 60: For Indoor Hotspot scenario in FR2, for VR/CG traffic with 400MHz bandwidth, and VR/AR /CG traffic with 100MHz bandwidth, PDSCH is the bottleneck channel with frame structure DDDSU in terms of MIL.
[bookmark: _Ref68684837]Observation 61: For Indoor Hotspot scenario in FR2, for AR traffic with 400MHz bandwidth, PUSCH is the bottleneck channel with frame structure DDDSU in terms of MIL.
5. Conclusion
In this contribution, we provide our initial simulation results on XR capacity, power consumption and coverage with the following observations:
Observation 1: With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, 
· For DL VR with 30Mbps_60FPS_10ms in FR1 in Indoor Hotspot, system capacity is 13 UEs per cell. 
· For DL VR with 45Mbps_60FPS_10ms in FR1 in Indoor Hotspot, system capacity is 6 UEs per cell.
Observation 2: With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, 
· For DL VR with 30Mbps_60FPS_10ms in FR1 Indoor Hotspot, system capacity is 15 UEs per cell. 
· For DL VR with 45Mbps_60FPS_10ms in FR1 Indoor Hotspot, system capacity is 8 UEs per.
Observation 3: With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, 
· For DL CG with 8Mbps_60FPS_15ms in FR1 in Dense Urban, system capacity is larger than 50 UEs per cell. 
· For DL CG with 30Mbps_60FPS_15ms in FR1 in Dense Urban, system capacity is 24 UEs per cell. 
· For DL AR with 30Mbps_60FPS_10ms in FR1 in Dense Urban, system capacity is 16 UEs per cell. 
· For DL AR with 45Mbps_60FPS_10ms in FR1 in Dense Urban, system capacity is 9 UEs per cell.
Observation 4: With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, 
· For DL CG with 8Mbps_60FPS_15ms in FR1 in Dense Urban, system capacity is larger than 50 UEs per cell. 
· For DL CG with 30Mbps_60FPS_15ms in FR1 in Dense Urban, system capacity is 26 UEs per cell. 
· For DL AR with 30Mbps_60FPS_10ms in FR1 in Dense Urban, system capacity is 19 UEs per cell. 
· For DL AR with 45Mbps_60FPS_10ms in FR1 in Dense Urban, system capacity is 10 UEs per cell.
Observation 5: With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, 
· For DL CG with 8Mbps_60FPS_15ms in FR1 in Urban Macro, system capacity is larger than 50 UEs per cell. 
· For DL CG with 30Mbps_60FPS_15ms in FR1 in Urban Macro, system capacity is 16 UEs per cell. 
· For DL AR with 30Mbps_60FPS_10ms in FR1 in Urban Macro, system capacity is 10 UEs per cell. 
· For DL AR with 45Mbps_60FPS_10ms in FR1 in Urban Macro, system capacity is 6 UEs per cell.
Observation 6: With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, 
· For DL CG with 8Mbps_60FPS_15ms in FR1 in Urban Macro, system capacity is larger than 50 UEs per cell. 
· For DL CG with 30Mbps_60FPS_15ms in FR1 in Urban Macro, system capacity is 18 UEs per cell. 
· For DL AR with 30Mbps_60FPS_10ms in FR1 in Urban Macro, system capacity is 13 UEs per cell. 
· For DL AR with 45Mbps_60FPS_10ms in FR1 in Urban Macro, system capacity is 7 UEs per cell.
Observation 7: When the reliability requirement is relaxed from 99% to 95%, the system capacity could increase by 1 to 3 UE per cell for FR1 DL traffics.
Observation 8: For FR1 DL traffics, the system capacity degrades with the increase of data rate.
Observation 9: For FR1 DL traffics, the capacity of Cloud Gaming outnumbers VR/AR applications due to the smaller data rate and the relatively relaxed PDB requirement.
Observation 10:  With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, 
· For DL VR with 30Mbps_60FPS_10ms in FR2 in Indoor Hotspot, system capacity is 8 UEs per cell. 
· For DL VR with 45Mbps_60FPS_10ms in FR2 in Indoor Hotspot, system capacity is 5 UEs per cell.
Observation 11:  With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, 
· For DL VR with 30Mbps_60FPS_10ms in FR2 in Indoor Hotspot, system capacity is 8 UEs per cell. 
· For DL VR with 45Mbps_60FPS_10ms in FR2 in Indoor Hotspot, system capacity is 5 UEs per cell.
Observation 12:  With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, 
· For DL AR with 30Mbps_60FPS_10ms in FR2 in Dense Urban, system capacity is 15 UEs per cell. 
· For DL AR with 45Mbps_60FPS_10ms in FR2 in Dense Urban, system capacity is 8 UEs per cell.
Observation 13:  With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, 
· For DL AR with 30Mbps_60FPS_10ms in FR2 in Dense Urban, system capacity is 16 UEs per cell. 
· For DL AR with 45Mbps_60FPS_10ms in FR2 in Dense Urban, system capacity is 10 UEs per cell.
Observation 14: With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, for UL pose/control stream of VR in FR1 in Indoor Hotspot, system capacity is larger than 15 UEs per cell.
Observation 15: With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, for UL pose/control stream of VR in FR1 in Indoor Hotspot, system capacity is larger than 15 UEs per cell.
Observation 16: For VR application in Indoor Hotspot scenario, DL is the bottleneck of system capacity because of the high data rate.
Observation 17:  With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, 
· For UL pose/control stream of CG in FR1 in Dense Urban, system capacity is larger than 15 UEs per cell. 
· For UL video stream with 10Mbps_60FPS_60ms of AR in FR1 in Dense Urban, system capacity is 5 UEs per cell. 
· For UL pose/control+video(10Mbps_60FPS_60ms) streams of AR in FR1 in Dense Urban, system capacity is 5 UEs per cell.
Observation 18: With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, 
· For UL pose/control stream of CG in FR1 in Dense Urban, system capacity is larger than 15 UEs per cell. 
· For UL video stream with 10Mbps_60FPS_60ms of AR in FR1 in Dense Urban, system capacity is 6 UEs per cell. 
· For UL pose/control+video(10Mbps_60FPS_60ms) streams of AR in FR1 in Dense Urban, system capacity is 6 UEs per cell.
Observation 19:  With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, 
· For UL pose/control stream of CG in FR1 in Urban Macro, system capacity is larger than 15 UEs per cell. 
· For UL video stream with 10Mbps_60FPS_60ms of AR in FR1 in Urban Macro with 1 UE per cell, there is less than 90% of UEs that can satisfy system capacity requirement.
Observation 20: With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, 
· For UL pose/control stream of CG in FR1 in Urban Macro, system capacity is larger than 15 UEs per cell. 
· For UL video stream with 10Mbps_60FPS_60ms of AR in FR1 in Urban Macro with 1 UE per cell, there is less than 90% of UEs that can satisfy system capacity requirement.
Observation 21: With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, for UL pose/control stream of VR in FR2 in Indoor Hotspot, system capacity is larger than 15 UEs per cell.
Observation 22: With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, for UL pose/control stream of VR in FR2 in Indoor Hotspot, system capacity is larger than 15 UEs per cell.
Observation 23:  With the capacity requirement per UE is more than 99% of packets are successfully delivered within a given air interface PDB, for UL video stream with 10Mbps_60FPS_60ms of AR in FR2 in Dense Urban, system capacity is 8 UEs per cell.
Observation 24: With the capacity requirement per UE is more than 95% of packets are successfully delivered within a given air interface PDB, for UL video stream with 10Mbps_60FPS_60ms of AR in FR2 in Dense Urban, system capacity is 8 UEs per cell.
Observation 25: The system capacity can be increased by relaxing PDB.
Observation 26: Comparing to single-eye buffer traffic arrival, dual-eye buffer traffic arrival can increase the system capacity.
Observation 27: Delay-aware scheduler can increase the system capacity compared to typical PF scheduler.
Observation 28: Increase system bandwidth can significantly increase the system capacity.
Observation 29: For DL VR with 45Mbps_60FPS_10ms in FR1 in Indoor Hotspot with 6 UEs/cell, 
· 4.80% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 3.07% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 25.43% mean PSG can be achieved under all UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 32.07% mean PSG can be achieved under all UEs without capacity loss by using PDCCH skipping with jitter handling scheme.
Observation 30: For DL VR with 45Mbps_60FPS_10ms in FR1 in Indoor Hotspot with 6 UEs/cell, 
· 4.82% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 3.08% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 25.53% mean PSG can be achieved under satisfied UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 32.15% mean PSG can be achieved under satisfied UEs without capacity loss by using PDCCH skipping with jitter handling scheme.
Observation 31: For DL VR with 45Mbps_60FPS_10ms in FR1 in Indoor Hotspot with 3 UEs/cell, 
· 5.55% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 7.90% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 31.60% mean PSG can be achieved under all UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 34.98% mean PSG can be achieved under all UEs without capacity loss by using PDCCH skipping with jitter handling scheme.
Observation 32: For DL VR with 45Mbps_60FPS_10ms in FR1 in Indoor Hotspot with 3 UEs/cell, 
· 5.55% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 7.90% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 31.60% mean PSG can be achieved under satisfied UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 34.98% mean PSG can be achieved under satisfied UEs without capacity loss by using PDCCH skipping with jitter handling scheme.
Observation 33: By adopting the R15/R16 CDRX configuration, only 3.07%~7.90% mean PSG can be obtained without the loss of the system capacity in FR1 DL.
Observation 34: 25.43%~34.98% mean PSG will be achieved by aligning the start time of DRX ON Duration with the arrival of XR traffic or PDCCH skipping scheme without capacity loss, which is four times as much as the power saving gain obtained by the R15/R16 CDRX configuration.
Observation 35: Compared to high load case, light load case can obtain larger power saving gain, and a shorter timer can be set to save more power without capacity loss.
Observation 36: Compared to counting the power consumption of all UEs, there is only a negligible difference in power saving gain of counting the power consumption of only satisfied users.
Observation 37: For UL pose/control stream in FR1 in Indoor Hotspot, 
· 22.83% mean PSG can be achieved without capacity loss by using R15/16 CDRX without considering packets bundling. 
· 36.20% mean PSG can be achieved without capacity loss by using packets bundled transmission.
Observation 38: Compared with the R15/16 CDRX configuration without packet bundling, the packets bundled transmission scheme can obtain additional 13.37% PSG in Indoor Hotspot scenario.
Observation 39: For UL video stream with 10Mbps_60FPS_10ms of AR in FR1 in Dense Urban with 5 UEs/cell, 
· 7.18% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 4.21% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 30.54% mean PSG can be achieved under all UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 48.08% mean PSG can be achieved under all UEs without capacity loss by using PDCCH skipping scheme.
Observation 40: For UL video stream with 10Mbps_60FPS_10ms of AR in FR1 in Dense Urban with 5 UEs/cell, 
· 7.26% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 4.27% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 30.97% mean PSG can be achieved under satisfied UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 49.11% mean PSG can be achieved under satisfied UEs without capacity loss by using PDCCH skipping scheme.
Observation 41: For UL video stream with 10Mbps_60FPS_10ms of AR in FR1 in Dense Urban with 3 UEs/cell, 
· 7.20% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 4.54% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 32.81% mean PSG can be achieved under all UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 51.95% mean PSG can be achieved under all UEs without capacity loss by using PDCCH skipping scheme.
Observation 42: For UL video stream with 10Mbps_60FPS_10ms of AR in FR1 in Dense Urban with 3 UEs/cell, 
· 7.33% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 4.62% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle.
·  33.27% mean PSG can be achieved under satisfied UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 52.98% mean PSG can be achieved under satisfied UEs without capacity loss by using PDCCH skipping scheme.
Observation 43: By adopting the R15/R16 CDRX configuration, only 4.21%~7.33% mean PSG can be obtained without the loss of the system capacity for video stream with 10Mbps_60FPS_10ms of AR in FR1 UL in Dense Urban.
Observation 44: For UL video stream with 10Mbps_60FPS_10ms of AR in FR1 in Dense Urban, 30.54%~33.27% PSG and 48.08%~52.98% mean PSG can be obtained without capacity loss by aligning the start time of DRX ON Duration with the arrival of XR traffic and adopting PDCCH skipping scheme, respectively.
Observation 45: Compared with the cell-edge UEs, the cell-center UEs can obtain a greater power saving gain, especially for UL AR traffic.
Observation 46: For UL pose/control+video(10Mbps_60FPS_60ms) streams of AR in FR1 in Dense Urban with 5 UEs/cell, 
· 2.97% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 4.77% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 23.80% mean PSG can be achieved under all UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 35.46% mean PSG can be achieved under all UEs without capacity loss by using PDCCH skipping scheme.
Observation 47: For UL pose/control+video(10Mbps_60FPS_60ms) streams of AR in FR1 in Dense Urban with 5 UEs/cell, 
· 3.00% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 4.95% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 25.07% mean PSG can be achieved under satisfied UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 36.26% mean PSG can be achieved under satisfied UEs without capacity loss by using PDCCH skipping scheme.
Observation 48: For UL pose/control+video(10Mbps_60FPS_60ms) streams of AR in FR1 in Dense Urban with 3 UEs/cell, 
· 3.02% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 4.82% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 24.89% mean PSG can be achieved under all UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 37.21% mean PSG can be achieved under all UEs without capacity loss by using PDCCH skipping scheme.
Observation 49: For UL pose/control+video(10Mbps_60FPS_60ms) streams of AR in FR1 in Dense Urban with 3 UEs/cell, 
· 3.03% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 5.02% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 25.25% mean PSG can be achieved under satisfied UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 37.96% mean PSG can be achieved under satisfied UEs without capacity loss by using PDCCH skipping scheme.
Observation 50: For UL AR traffic, compared with single stream model, less PSG can be obtained for two streams by using the same power saving schemes.
Observation 51: For DL and UL together transmission (DL 45Mbps_60FPS_10ms and UL pose/control stream) in FR1 in Indoor Hotspot with 6 UEs/cell, 
· 1.72% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 3.27% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 23.13% mean PSG can be achieved under all UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 34.27% mean PSG can be achieved under all UEs without capacity loss by using PDCCH skipping with jitter handling scheme.
Observation 52: For DL and UL together transmission (DL 45Mbps_60FPS_10ms and UL pose/control stream) in FR1 in Indoor Hotspot with 6 UEs/cell, 
· 1.73% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 3.27% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 23.23% mean PSG can be achieved under satisfied UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 34.37% mean PSG can be achieved under satisfied UEs without capacity loss by using PDCCH skipping with jitter handling scheme.
Observation 53: For DL and UL together transmission (DL 45Mbps_60FPS_10ms and UL pose/control stream) in FR1 in Indoor Hotspot with 3 UEs/cell, 
· 1.74% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 3.86% mean PSG can be achieved under all UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 26.97% mean PSG can be achieved under all UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 37.08% mean PSG can be achieved under all UEs without capacity loss by using PDCCH skipping with jitter handling scheme.
Observation 54: For DL and UL together transmission (DL 45Mbps_60FPS_10ms and UL pose/control stream) in FR1 in Indoor Hotspot with 3 UEs/cell, 
· 1.74% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 10ms DRX cycle. 
· 3.86% mean PSG can be achieved under satisfied UEs without capacity loss by using R15/16 CDRX scheme with 16ms DRX cycle. 
· 26.97% mean PSG can be achieved under satisfied UEs without capacity loss by using aligning DRX ON Duration scheme. 
· 37.08% mean PSG can be achieved under satisfied UEs without capacity loss by using PDCCH skipping with jitter handling scheme.
Observation 55: For DL and UL together transmission (DL VR + UL pose) in FR1 in Indoor Hotspot scenario, R15/16 CDRX scheme can only obtain 3.86% power saving gain due to frequently restarting the drx-InactivityTimer by the scheduling of UL traffic.
Observation 56: For DL and UL together transmission (DL VR + UL pose), both enhanced CDRX and enhanced PDCCH skipping schemes can achieve a significant mean PSG without capacity loss due to the reduced ratio of PDCCH and PUSCH states and the increased chance into the light sleep state.
Observation 57: For Dense Urban scenarios in FR1, for AR traffic with 100MHz bandwidth, PUSCH is the bottleneck channel with frame structure DDDSU from system level simulation perspective.
Observation 58: For both Dense Urban and Urban Macro scenarios in FR1, for VR/AR/CG traffic with 100MHz bandwidth, PUSCH is the bottleneck channel with frame structure DDDSU in terms of MIL.
Observation 59: For Dense Urban scenario in FR2, for VR/AR/CG traffic with 400MHz and 100MHz bandwidth, PUSCH is the bottleneck channel with frame structure DDDSU in terms of MIL.
Observation 60: For Indoor Hotspot scenario in FR2, for VR/CG traffic with 400MHz bandwidth, and VR/AR /CG traffic with 100MHz bandwidth, PDSCH is the bottleneck channel with frame structure DDDSU in terms of MIL.
Observation 61: For Indoor Hotspot scenario in FR2, for AR traffic with 400MHz bandwidth, PUSCH is the bottleneck channel with frame structure DDDSU in terms of MIL.
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Appendix A – Simulation assumptions	
[bookmark: _Ref1208685]Table I. Simulation assumption for FR1
	Parameter
	value

	Scenarios
	Scenario-1: Indoor Hotspot
12 nodes in 50 m x 120 m
	Scenario-2: Dense Urban
hexagonal layout with 7, 3 Sectors
	Scenario-3: Urban Macro
hexagonal layout with 7, 3 Sectors

	Channel model
	InH
	Uma
	Uma

	Carrier frequency
	4GHz

	Bandwidth 
	100 MHz, 1.72% Guard Band 

	Subcarrier spacing
	30 KHz 

	Frame structure
	DDDSU (S: 10D:2G:2U) 

	BS Antennas 
(M,N,P,Mg,Ng;Mp,Np)
	For 32T: (4,4,2,1,1;4,4)
(dH,dV) = (0.5, 0.5)λ
	For 64T: (8,8,2,1,1;4,8)
(dH, dV)=(0.5, 0.5)λ

	UE Antennas 
(M,N,P,Mg,Ng;Mp,Np)
	DL: For 4R: (1,2,2,1,1;1,2), (dH, dV)=(0.5, N/A)λ
UL: For 2T: (1,1,2,1,1;1,1), (dH, dV)=( 0.5, N/A)λ

	BS antenna pattern
	Ceiling-mount pattern, 
5 dBi
	3-TRxP pattern, 8 dBi
	3-TRxP pattern, 8 dBi

	UE antenna pattern
	Omnidirectional, 0 dBi

	BS Power
	24 dBm per 20MHz
	44 dBm per 20MHz
	49 dBm/20 MHz

	UE max Power
	23 dBm 

	UE Power
	Max Tx power: 23 dBm, 
(P0 = -80, alpha = 0.8)
	Max Tx power: 23 dBm, 
(P0 = -74, alpha = 0.6)
	Max Tx power: 23 dBm, 
(P0 = -74, alpha = 0.6)

	ISD
	20 m
	200 m
	500m

	BS height
	3 m
	25 m
	25m

	UE height
	1.5 m
	Outdoor UEs: 1.5 m
Indoor UTs: 3(nfl – 1) + 1.5; 
nfl ~ uniform(1,Nfl) where 
Nfl ~ uniform(4,8)

	Noise Figure
	BS:5 dB, UE:9 dB

	Scheduler
	SU/MU-MIMO Proportional Fair

	Max MCS
	256QAM

	Device deployment
	100% indoor
	20% outdoor, 80% indoor

	Down-tilt
	90 degrees
	12 degrees
	6 degrees

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic

	Target BLER
	10%

	UE speed
	3 km/h



Table II. Simulation assumption for FR2
	Parameter
	value

	Scenarios
	Scenario-1: Indoor Hotspot
12 nodes in 50 m x 120 m
	Scenario-2: Dense Urban
hexagonal layout with 7, 3 Sectors

	Carrier frequency
	30 GHz

	Bandwidth 
	100 MHz, 1.72% Guard Band

	Subcarrier spacing
	120 KHz

	Frame structure
	DDDSU (S: 10D:2G:2U) 

	BS Antennas
 (M,N,P,Mg,Ng;Mp,Np)
	For 2T: (16,8,2,1,1;1,1)
(dH, dV)=(0.5, 0.5)λ
	For 2T/panel: (4,8,2,2,2;1,1) 
(dH, dV)=(0.5, 0.5)λ 
(dg,H,dg,V) = (4.0, 2.0) λ

	UE Antennas
 (M,N,P,Mg,Ng;Mp,Np)
	For 4R/panel: (1,4,2,1,3;1,2)
(dH,dV) = (0.5, 0.5)λ
(dg,V,dg,H) = (0, 0)λ

	BS antenna pattern
	Ceiling-mount pattern, 5 dBi
	3-TRxP pattern, 8dBi

	UE antenna pattern
	Directional antenna panel, 5 dBi

	Min. BE-UT distance(2D)
	0 m
	10 m

	BS height
	3 m
	25 m

	UE height
	1.5 m
	Outdoor UEs: 1.5 m
Indoor UTs: 3(nfl – 1) + 1.5; 
nfl ~ uniform(1,Nfl) where 
Nfl ~ uniform(4,8)

	BS Power
	23dBm per 80MHz, EIRP should not exceed 58 dBm
	40dBm per 80MHz, EIRP should not exceed 73 dBm

	UE Power
	Max Tx power: 23 dBm, maximum EIRP 43 dBm, 
(P0 = -60, alpha = 0.6)
	Max Tx power: 23 dBm, maximum EIRP 43 dBm, 
(P0 = -74, alpha = 0.6)

	Noise Figure
	BS:7 dB, UE:13 dB

	Scheduler
	SU-MIMO Proportional Fair

	Max MCS
	256QAM

	Device deployment
	100% indoor
	100% outdoor

	Beam set at TRxP
	Azimuth angle φi = [-45, 45] degrees
Zenith angle θj = [45, 135] degrees
	Azimuth angle φi = [-5*pi/16, -3*pi/16, -pi/16, pi/16, 3*pi/16, 5*pi/16]
Zenith angle θj = [5*pi/8, 7*pi/8]

	Beam set at UE
	Azimuth angle φi = [-45, 45] degrees
Zenith angle θj = [45, 135] degrees
	DL:
Azimuth angle φi = [-45, 45] degrees
Zenith angle θj = [45, 135] degrees
UL:
Azimuth angle φi = [-3*pi/8, -pi/8, pi/8, 3*pi/8]
Zenith angle θj = [pi/4, 3*pi/4]

	BS receiver
	MMSE-IRC

	UE receiver
	MMSE-IRC

	Channel estimation
	Realistic

	Target BLER
	10%

	UE speed
	3 km/h


Appendix B – Channel-specific parameters for Coverage 
Table Ⅲ. Channel-specific parameters for PDSCH and PUSCH in FR1
	Parameter
	value

	Channel model for LLS
	TDL-C

	Number of gNB antenna port in LLS
	2

	Number of UE antenna port in LLS
	1Tx/4Rx

	Frequency hopping 
	w/o frequency hopping

	[bookmark: _Hlk68634418]Repetition
	w/o repetition

	BLER
	w/o HARQ, 10% iBLER.

	DMRS configuration 
	For 3km/h: Type I, 2 DMRS symbol, no multiplexing with data.

	Waveform
	DFT-s-OFDM for uplink
CP-OFDM for downlink

	PRBs/MCS for PDSCH (30Mbps)
	273RB, Qm = 2, Code rate = 308/1024

	PRBs/MCS for PDSCH (45Mbps)
	273RB, Qm = 2, Code rate = 449/1024

	PRBs/MCS for PDSCH (60Mbps)
	273RB, Qm = 2, Code rate = 602/1024

	PRBs/MCS for PUSCH (0.2Mbps)
	273RB, Qm = 2, Code rate = 30/1024

	PRBs/MCS for PUSCH (20Mbps)
	273RB, Qm = 2, Code rate = 679/1024



Table Ⅳ. Channel-specific parameters for PDSCH and PUSCH in FR2
	Parameter
	value

	Channel model for LLS
	TDL-A

	Number of gNB antenna port in LLS
	2 

	Number of UE antenna port in LLS
	1Tx/2Rx 

	Frequency hopping 
	w/o frequency hopping

	Repetition
	w/o repetition

	BLER
	w/o HARQ, 10% iBLER.

	DMRS configuration 
	For 3km/h: Type I, 2 DMRS symbol, no multiplexing with data.

	Waveform
	DFT-s-OFDM for uplink
CP-OFDM for downlink

	PRBs/MCS for PDSCH (30Mbps)
	For 400MHz: 264RB, Qm = 2, Code rate = 120/1024
For 100MHz: 66RB, Qm = 2, Code rate = 308/1024

	PRBs/MCS for PDSCH (45Mbps)
	For 400MHz: 264RB, Qm = 2, Code rate = 120/1024
For 100MHz: 66RB, Qm = 2, Code rate = 449/1024

	PRBs/MCS for PDSCH (60Mbps)
	For 400MHz: 264RB, Qm = 2, Code rate = 193/1024
For 100MHz: 66RB, Qm = 2, Code rate = 602/1024

	PRBs/MCS for PUSCH (0.2Mbps)
	For 400MHz: 264RB, Qm = 2, Code rate = 30/1024
For 100MHz: 66RB, Qm = 2, Code rate = 30/1024

	PRBs/MCS for PUSCH (20Mbps)
	For 400MHz: 264RB, Qm = 2, Code rate = 193/1024
For 100MHz: 66RB, Qm = 2, Code rate = 679/1024



MIL
PDSCH for 30Mbps	158.2977300666164	PDSCH for 45Mbps	DL2X2 UL1X2	156.12373006661639	PDSCH for 60Mbps	DL2X2 UL1X2	154.22573006661639	PDSCH of MSG2	151.95473006661638	PDSCH of MSG4	148.70773006661642	PDCCH 	DL2X2 UL1X2	160.5367300666164	PDCCH of MSG2	152.52873006661639	PUSCH for 0.2Mbps	
DL2X2 UL1X2	136.9276713371251	PUSCH for 20Mbps	
DL2X2 UL1X2	122.30467133712511	PUSCH of MSG3	
150.55499785089285	PRACH (format B4)	
147.85535117214295	PRACH (format 0)	
151.87795108542258	PUCCH (format 1)	
154.53216363261919	PUCCH (format 3)	
152.00316363261919	


MIL
PDSCH for 30Mbps	163.2977300666164	PDSCH for 45Mbps	DL2X2 UL1X2	161.12373006661639	PDSCH for 60Mbps	DL2X2 UL1X2	159.22573006661639	PDSCH of MSG2	156.95473006661638	PDSCH of MSG4	153.70773006661642	PDCCH 	DL2X2 UL1X2	165.5367300666164	PDCCH of MSG2	157.52873006661639	PUSCH for 0.2Mbps	
DL2X2 UL1X2	136.9276713371251	PUSCH for 20Mbps	
DL2X2 UL1X2	122.30467133712511	PUSCH of MSG3	
150.55499785089285	PRACH (format B4)	
147.85535117214295	PRACH (format 0)	
151.87795108542258	PUCCH (format 1)	
154.53216363261919	PUCCH (format 3)	
152.00316363261919	


MIL
PDSCH for 30Mbps	158.86501813043793	PDSCH for 45Mbps	DL2X2 UL1X2	158.86501813043793	PDSCH for 60Mbps	DL2X2 UL1X2	157.04101813043795	PDSCH of MSG2	148.89001813043794	PDSCH of MSG4	145.46601813043793	PDCCH 	DL2X2 UL1X2	157.89001813043794	PDCCH of MSG2	149.89001813043794	PUSCH for 0.2Mbps	
DL2X2 UL1X2	144.38227387733355	PUSCH for 20Mbps	
DL2X2 UL1X2	136.85227387733354	PUSCH of MSG3	
149.68901318939203	PRACH (format B4)	
146.53915903376981	PUCCH (format 1)	
161.92897149424607	PUCCH (format 3)	
160.17397149424605	


MIL
PDSCH for 30Mbps	154.49161804371755	PDSCH for 45Mbps	DL2X2 UL1X2	152.38421804371757	PDSCH for 60Mbps	DL2X2 UL1X2	150.12461804371753	PDSCH of MSG2	148.91061804371756	PDSCH of MSG4	145.48661804371756	PDCCH 	DL2X2 UL1X2	157.91061804371756	PDCCH of MSG2	149.91061804371756	PUSCH for 0.2Mbps	
DL2X2 UL1X2	149.90887379061314	PUSCH for 20Mbps	
DL2X2 UL1X2	135.58787379061317	PUSCH of MSG3	
149.68901318939203	PRACH (format B4)	
146.53915903376981	PUCCH (format 1)	
161.92897149424607	PUCCH (format 3)	
160.17397149424605	


MIL
PDSCH for 30Mbps	138.84171567733617	PDSCH for 45Mbps	DL2X2 UL1X2	138.84171567733617	PDSCH for 60Mbps	DL2X2 UL1X2	137.01771567733618	PDSCH of MSG2	131.86971567733616	PDSCH of MSG4	128.44971567733617	PDCCH 	DL2X2 UL1X2	138.68571567733616	PDCCH of MSG2	133.68571567733616	PUSCH for 0.2Mbps	
DL2X2 UL1X2	144.43829767306462	PUSCH for 20Mbps	
DL2X2 UL1X2	136.90829767306462	PUSCH of MSG3	
153.82503698512312	PRACH (format B4)	
153.41452448128666	PUCCH (format 1)	
164.95133694176292	PUCCH (format 3)	
163.2693369417629	


MIL
PDSCH for 30Mbps	134.46831559061579	PDSCH for 45Mbps	DL2X2 UL1X2	132.36091559061578	PDSCH for 60Mbps	DL2X2 UL1X2	130.1013155906158	PDSCH of MSG2	131.89031559061578	PDSCH of MSG4	128.4703155906158	PDCCH 	DL2X2 UL1X2	138.70631559061579	PDCCH of MSG2	133.70631559061579	PUSCH for 0.2Mbps	
DL2X2 UL1X2	149.96489758634425	PUSCH for 20Mbps	
DL2X2 UL1X2	135.64389758634422	PUSCH of MSG3	
153.82503698512312	PRACH (format B4)	
153.41452448128666	PUCCH (format 1)	
164.95133694176292	PUCCH (format 3)	
163.2693369417629	
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