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Introduction
[bookmark: _Hlk30969022]A study item of eXtended Reality (XR) and cloud game (CG) evaluations for NR was approved in RAN#88e with the following objectives [1]:
	1. [bookmark: _Hlk30969040]Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 


To be specific, there are four typical applications suggested as the starting points for this study [1]:
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
In RAN1#104e meeting, there were some discussions on the typical XR/CG applications and the traffic models. Some relevant agreements were achieved as below [2]
	Agreements: RAN1 adopts a parameterized statistical traffic model for evaluation of XR and CG, and KPI with details as shown below (RAN1 strives to agree on the remaining details during RAN1 #104e, based on SA4 input):
· There are M1 and M2 streams in DL and UL respectively
· At least adopt the case where M1=1 & M2=1
· FFS the values of M1 and M2, including the possibility of being application-dependent
· DL 
· Bitrate for video streaming
· VR/AR: [60 Mbps (mandatory), 30 Mbps (optional)]
· CG: [30 Mbps (mandatory), 45 Mbps (optional)]
· FFS: other optional values 
· Air interface Packet Delay budget (PDB) 
· Air interface delay is measured from the point when a packet arrives at gNB to the point when it is successfully delivered to UE
· Air interface PDB for video streaming
· VR/AR: [10ms (mandatory), 20ms (optional)]
· CG: [15ms (mandatory), 30ms (optional)]
· FFS: other optional values 
· FFS: Frame-level/IP packet-level modeling for packet arrival, latency measure, etc. 
· FFS: Packet size, including the possibility of varying packet sizes
· FFS: Packet Inter arrival time including the possibility of modeling jitter 
· UL
· FFS: Bitrate
· FFS: Air interface Packet Delay budget (PDB)
· FFS: Frame-level/IP packet-level modeling for packet arrival, latency measure, etc. 
· FFS: Packet size
· Per UE KPI
· Baseline: A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB. The exact value of X is FFS.
· FFS: In addition to the baseline, the following additional method is FFS
· When determining a XR/CG user is satisfied or not, the following factors are considered. FFS how to use those factors.  
· Packet loss information
· Packet delay information
· Some XR/CG source related information if they can be available within RAN, e.g. the mapping between packet and slices or frames and the packet importance
· Multiple data streams traffic model
· FFS if there are multiple streams (if adopted)
· FFS additional aspects not addressed above.
· Note 1: Companies are encouraged to provide details such as parameters (e.g., mean, STD, etc.), distributions, etc., by analyzing SA4 input, e.g., V/S/P traces
· Note 2: All FFS points above are to be further discussed in RAN1 #104e
Agreements
· Statistical traffic model for a single DL video stream for a single UE
· The statistical traffic model for a single UE for a single DL video stream in Figure 1 is adopted, where a packet is assumed to represent multiple IP packets corresponding to a single video frame for modelling/evaluation purposes, e.g., traffic arrival, packet size, evaluation of latency and reliability. 

· Frame per second (fps) for DL video stream for a single UE
· 60 fps (baseline)
· 120 fps (optional)
· Other values, e.g., 30, 90 fps can be also optionally evaluated. 
· Average data rate for DL video stream:
· VR/AR: 30, 45 Mbps @60fps (baseline) 
· 30, 60 Mbps @60fps (optional)
· Note: this is the aggregated data rate when applicable
· CG: 8, 30 Mbps @60fps (baseline)
· 8, 45 Mbps @60fps (optional)
· Other values (in combination with fps) can be also optionally evaluated. 
· Truncated Gaussian distribution is used for the packet size distribution of video stream for AR/VR/CG.
· Other distribution is not precluded.
· (Working assumption) Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation) 
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD
· TBD
· Max packet size
· TBD
· Min packet size
· TBD
· FFS whether or not to use this parameter
· Per UE KPI 
· Baseline: A UE is declared a satisfied UE if more than X (%) of packets are successfully transmitted within a given air interface PDB. 
· The exact value of X is FFS, e.g., 99, 95 
· FFS different values for I-frame and P-frame if evaluation of them is agreed. 
· Other values can be optionally evaluated
· DL traffic model: video stream 
· (Working assumption) Parameters of Truncated Gaussian distribution for Packet size (note: these parameter values are those before the truncation)
· Mean: Derived from average data rate and fps as follows. 
· (average data rate) / (fps for video stream, i.e., # packets per second in our statistical model) / 8 [bytes]
· STD 
· [15% of Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Max packet size 
· [1.5 x Mean packet size derived above]
· Note: The above value is an example for further investigation, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Min packet size 
· TBD
· FFS whether or not to use this parameter
· Note: This is to be revisited potentially with more inputs from companies in RAN1#104-bis-e.
· Jitter for DL video stream for a single UE
· (Already agreed) Per the agreed statistical traffic model, arrival time of packet k is k/X1000 [ms] + J [ms], where X is the given fps value and J is a random variable. 
· (Newly proposed agreement) J is drawn from a truncated Gaussian distribution:
· Mean: [0]
· STD: [2 ms]
· Range: [[-4, 4]ms]
· Note: The values ensure that packet arrivals are in order (i.e., arrival time of a next packet is always larger than that of the previous packet)
· Note: The above values for mean, STD and Range are working assumption for initial simulations, and is to be revisited potentially with more inputs from companies in RAN1#104-bis-e
· Air interface PDB for DL video stream 
· VR/AR: 
· 10ms 
· Other values, e.g., 5ms, 20 ms can be optionally evaluated. 
· CG: 
· 15ms
· Other values, e.g., 10ms, 30ms can be optionally evaluated. 
· FFS whether or not to have more than one mandatory value

Working assumption: On UL Traffic model and QoS parameters
· CG/VR: single stream (pose/control)
· Traffic model for Pose/control 
· Periodic: 4ms (no jitter) 
· Other values can be optionally evaluated. 
· Fixed: 100 bytes (SA4 input)
· PDB: 10 ms
· AR
· FFS 


Traffic model of typical XR/CG services are the basic inputs for the evaluation of XR/CG in NR systems. Thus, in this contribution, we will further discuss the remaining issues for the traffic characteristic of some XR/CG services and provide our views on the traffic models.
Discussion
In RAN1#104e meeting, RAN1 agreed a parameterized statistical traffic model for the evaluation of XR and CG on NR. To be specifically, for DL and UL, there can be M1 and M2 data streams, respectively. All companies agreed to support M1=1 and M2=1 for the evaluation. Meanwhile, some companies proposed to support M1> 1 and M2 >2 to better reflect the real traffics of XR and CG services since DL and UL of these services usually have different types of data streams (e.g, one is video stream, another is audio stream). However, RAN1 didn’t achieve consensus on the larger values for M1/M2 in RAN1#104e. 
Theoretically, multiple-stream based modeling of traffic is more accurate for XR and CG services. On the other hand, it is usually one stream (e.g., video stream) to dominate the whole traffic and modeling of this dominated stream is sufficient to reflect/approximate the performance of XR and CG.  Moreover, there are two disadvantages for multiple-stream based modeling:
· Modeling of multiple streams will lead to much more efforts for the simulation. 
· If there are multiple traffic flows with different QoS requirements, NW may need to differentiate different flows and optimize the scheduling accordingly. Then, the performance will heavily depend on the implementation of QoS-aware scheduling. As a result, it will be much more difficult for a fair comparison. For example, if one source shows better performance flow A and worse performance for flow B compared to another source, what conclusion can we make based on these results?
 Based on the above discussions, we have the following proposal:
Proposal 1: For the evaluation of XR/CG on NR, the case where M1=1 and M1=2 stream in DL and UL is mandatory
· Not support to model multiple streams
· If RAN1 agrees to support M1>1 or M2>1 for evaluation, companies can also evaluate M1=2 and/or M2=2 optionally
· One stream for video
· Another stream for audio or control/pose
If multiple streams are supported in the evaluation, one consequent issue is how to define a satisfied UE. There are potentially two different ways:
· Alt.1: Whether the UE is satisfied or not is based on each stream
· Alt.2: Only when all streams meets the corresponding requirements, the UE can be declared as a satisfied UE
For Alt.1, there will be corresponding result (e.g., system capacity) for each stream. However, Alt.1 cannot reflect the practical performance of XR/CG. Thus, Alt.2 is a better way to capture the UE experience.
Proposal 2: If multiple streams are used in DL and/or UL, a UE is declared as satisfied only when all streams meets their corresponding requirements. 
There was a discussion related to the multi-stream based model: whether/how to model and evaluate I-frame and P-frame for both DL and UL. Due to the encoding mechanism of video compression, there will be different frame types, e.g., a frame referring to itself (I-frame), a frame referring to a previous frame (P-frame). From RAN1 perspective, there is no much benefit to differentiate the different types of frames as RAN1 focuses on the whole performance rather than accurately controlling of each frame of a service. Moreover, modeling of I-frame and P-frame not only needs more work on the parameters of the model, but also leads to more efforts on the performance evaluation. Thus, we have the following proposal:
Proposal 3: Not support to model and evaluate I-frame and P-frame for the evaluation of XR/CG on NR. 
In RAN1#104e, the typical average data rates for DL video stream were agreed for 60fps. To be specifically, the data rates of 30Mbps and 45Mbps are the baseline for 60fps whereas 60Mbps are optional. However, the corresponding data rates for 120fps are still missing. One straightforward way is to double the data rates of 60fps. Thus, we have the following proposal
 Proposal 4: For the case of 120fps, companies can select one or more values for evaluation
· VR/AR: 60, 90, 120 Mbps
· CG: 16, 60, 90 Mbps 
Regarding the packet size, SA4 input doesn’t provide the distribution of packet sizes [5]. Gaussian distribution or truncated Gaussian distribution are popular modeling approaches for the packet size. Based on the observation of XR video traces and different game platforms, [6] and [7] proposed to use truncated Gaussian distribution to simplify the modeling of packet size distribution. Accordingly, a framework for the modeling of truncated Gaussian distribution for packet size was agreed as working assumption in RAN1#104e. The parameter of minimal packet size can also be used in this model to restrict the packet size. We propose the confirm the working assumption by removing the brackets 
Proposal 5: For the distribution of packet sizes, confirm the working assumption of truncated Gaussian distribution by removing the brackets, i.e.,
· STD: 15% or 20% of Mean packet size
· Max packet size: 1.5 x Mean packet size
· Min packet size: 0.5 x Mean packet size
· Companies can report whether this parameter is used or not
The truncated Gaussian distribution is also used for the modeling of packet arrival jitter. According to the inputs of SA4 [5], encoder pre-delay is varying between 10 to 20ms. Thus, for the typical cases, the range of the jitter is [-5ms, 5ms] rather than [-4ms, 4ms]. Thus, we propose to use the following truncated Gaussian distribution for jitter
Proposal 6: For the distribution of inter-packet arrival jitter, adopt the truncated Gaussian distribution with the following parameters:
· Mean: 0
· STD: 3ms
· Range: (-5ms, 5ms)
There was also a remaining issue on the mandatory values of the packet delay budget (PDB): whether or not to have more than one mandatory value. According to the current RAN1 agreement, 10ms and 15ms are used as the mandatory values of PDB for VR/AR and CG, respectively. It was also agreed that companies can optionally evaluate other values. As the latency in air interface is only a portion of the whole latency of the service and the whole latency will be heavily impacted by other parts (e.g., quality of the internet), more values of the PDB for RAN evaluation don’t provide more insights into the XR evaluation. Moreover, more mandatory values mean more efforts on the simulation. Thus, we prefer not to add more mandatory value(s).
Proposal 7: For air interface PDB for DL video stream, no more mandatory value is needed.
In the current statistical model framework, the UL traffic model for AR service is still missing.  According the SA4 input [8], the following traffic characteristics are proposed by SA4 
· AR conversational uplink
· Video
· HEVC, target bitrate 10 Mbit/s (capped VBR) or AVC target bitrate 20 Mbit/s (capped VBR).
· Audio
· Average data Rate: 256 / 512 kbps
· Data Stream
· Average data Rate: <0.5 Mbps
· 3/6DOF Pose
· Same as 3/6DOF Pose
· The uplink bitrate for the pose if 200 kbit/s CBR, with 4ms packet interval and packet size 100 byte. This means that the content is rendered with a pose of typically 10-15ms age
According to the above SA4 information, we have the following proposal:
Proposal 8: For the UL traffic of AR conversational, support the following two different models:
· Pose/Control (Same as CG/VR)
· Periodic: 4ms (no jitter) 
· Fixed: 100 bytes (SA4 input)
· PDB: 10 ms
· Data rate for UL Video stream
· 10Mbps @60fps (baseline)
· 20Mbps@60fps (optional)
[bookmark: _GoBack]
In order to simplify the modeling of UL video stream, we can reuse the same truncated Gaussian distribution for packet size, jitter by adjusting corresponding parameter(s).
Proposal 9: For UL video stream of AR conversational:
· For packet size, reuse the truncated Gaussian distribution for DL packet size except the mean value is adjusted according to the data rates of UL video. Other parameters are kept the same
· For jitter, reuse the truncated Gaussian distribution for DL packet arrival jitter. All parameters are kept the same

SA4 also provides the E2E latency requirement for AR conversational service is as below [8]:
	Media
	Format and Model
	E2E Latency requirement

	3/6DOF Pose
	Same as for split rendering
	UL: 5-10 ms

	Video + Depth
	1080p, Capped VBR 10/20 Mbit/s for UL
	Conversational 100ms, 200ms

	2D Video is split rendering
	1080p or 4K (2 eyes) same model as split rendering
	60ms
100ms 

	Front Facing Camera*
	720p, CBR 3 Mbit/s for UL
	Conversational
100ms, 200ms

	Audio (MPEG-H)
	256/512 kbps for both UL/DL
	Conversational 100ms, 200ms

	Data Stream
	0.5 Mbps for both UL/DL
	Conversational 100ms, 200ms


 For the UL video, the E2E latency requirement is 100ms, which is similar to or the same as that of the DL video of AR/VR. Thus, it is reasonable to reuse the same value of packet delay budget:
Proposal 10: For UL video stream of AR conversational, the air interface PDB 
· 10ms (baseline)
· Other values can be evaluated optionally
Conclusion
In this contribution, we discuss the remaining issues for traffic characteristic of XR/CG services provided by other working groups. With this background information, we proceed to discuss various aspects of traffic modeling of XR/CG from the perspective of RAN1 evaluation. Based on the discussions, we have the following proposals:   
Proposal 1: For the evaluation of XR/CG on NR, the case where M1=1 and M1=2 stream in DL and UL is mandatory
· Not support to model multiple streams
· If RAN1 agrees to support M1>1 or M2>1 for evaluation, companies can also evaluate M1=2 and/or M2=2 optionally
· One stream for video
· Another stream for audio or control/pose
Proposal 2: If multiple streams are used in DL and/or UL, a UE is declared as satisfied only when all streams meets their corresponding requirements. 
Proposal 3: Not support to model and evaluate I-frame and P-frame for the evaluation of XR/CG on NR. 
Proposal 4: For the case of 120fps, companies can select one or more values for evaluation
· VR/AR: 60, 90, 120 Mbps
· CG: 16, 60, 90 Mbps 
Proposal 5: For the distribution of packet sizes, confirm the working assumption of truncated Gaussian distribution by removing the brackets, i.e.,
· STD: 15% or 20% of Mean packet size
· Max packet size: 1.5 x Mean packet size
· Min packet size: 0.5 x Mean packet size
· Companies can report whether this parameter is used or not
Proposal 6: For the distribution of inter-packet arrival jitter, adopt the truncated Gaussian distribution with the following parameters:
· Mean: 0
· STD: 3ms
· Range: (-5ms, 5ms)
Proposal 7: For air interface PDB for DL video stream, no more mandatory value is needed.
Proposal 8: For the UL traffic of AR conversational, support the following two different models:
· Pose/Control (Same as CG/VR)
· Periodic: 4ms (no jitter) 
· Fixed: 100 bytes (SA4 input)
· PDB: 10 ms
· Data rate for UL Video stream
· 10Mbps @60fps (baseline)
· 20Mbps@60fps (optional)
Proposal 9: For UL video stream of AR conversational:
· For packet size, reuse the truncated Gaussian distribution for DL packet size except the mean value is adjusted according to the data rates of UL video. Other parameters are kept the same
· For jitter, reuse the truncated Gaussian distribution for DL packet arrival jitter. All parameters are kept the same
Proposal 10: For UL video stream of AR conversational, the air interface PDB 
· 10ms (baseline)
· Other values can be evaluated optionally

References
[1] RP-201145 Study on XR Evaluations for NR
[2] RAN1 chairman’s notes of RAN1#104e
[3] TR 26.928, Extended Reality (XR) in 5G
[4] S4aV200575, FS_XRTraffic: Permanent document
[5] S4aV200633, LS to on XR-Traffic Models  
[6] R1-2009087, XR use cases, trafic modelling and performance measure, Ericcsion
[7] R1-2008967, On applications, trafic model and evaluation methodology for XR and CG, MediaTek
[8] S4-210278 FS_XRTraffic: Permanent document


image2.png




image1.png
Packet size follows a probability distribution
Jitter follows a probability distribution

1/fps on average

packet k (representing IP packets packet k+7 (representing IP packets
belonging to video frame ) belonging to video frame  #7)




