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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN1#104e, progresses have been made on the following issues in the topic of PDSCH and PUSCH enhancement for 52-71GHz spectrum [1]:
· Numerologies: candidate maximum bandwidth and minimum bandwidth of new SCSs are identified, while the exact values are left to RAN4 decision; 
· Multi-PDSCH/PUSCH scheduling: individual TB(s) for each PDSCH/PUSCH within a slot is defined as the scenario for this WI, and the scheme of multi-PUSCH scheduling defined in Rel-16 is agreed as a baseline for multi-PUSCH scheduling with potential enhancements on CBGTI, TDRA and so on; 
· HARQ: three alternatives for DAI counting are listed for type-2 HARQ-ACK codebook generation; 
· Timelines of new SCSs: the absolute time same with that of 120 kHz is agreed as an upper bound for timelines of new SCSs;, additionally, a discussion priority is defined for different processing timelines; 
· PTRS and DMRS enhancement: detailed evaluation assumptions are agreed for link level simulation. 
In this paper, we continue to discuss some main aspects for PDSCH and PUSCH enhancement in the following section, which are enhancements on timelines including the detailed values in units of slot or symbol or an absolute duration, enhancements on multi-PDSCH/PUSCH scheduling including the related control information format, HARQ-ACK codebook generation scheme, and enhancements on PTRS and DMRS with evaluation results.
[bookmark: _Ref129681832]Timelines for the new SCSs
General discussion
In RAN1#104-e, the absolute time same as that of 120 kHz was agreed as an upper bound for timelines of new SCSs. Several model-based approach were also proposed by companies to further reduce the absolute time duration compared with that of 120 kHz SCS, e.g. exponential models, projection based on log-linear regression method and etc. However, these model-based approaches are just derived mathematically from the existing values defined for lower SCS without solid evidence from implementation. On the other side, the absolute time of 120 kHz SCS timeline has already been verified in FR2 implementation. So we propose to adopt the absolute time of 120 kHz SCS timeline by default, except for the cases identified to be able to reduce from implementation perspective. 
Proposal 1: The absolute time of 120 kHz SCS timelines should be adopted by default unless the reduced value for specific timeline(s) can be verified by implementation.
N1, N2, N3
In FR2, PDSCH processing time  defined for feedback of HARQ-ACK information, is determined by N1, the PDSCH decoding time in units of symbol, which is associated with the location of DMRS symbol as shown in Table 1 for capability 1. PUSCH preparation procedure time  defined for PUSCH transmission, is determined by N2, the PUSCH preparing time in units of symbols as shown in Table 2 for capability 1. The minimum gap between the second detected DCI and the first PUCCH resource for HARQ-ACK multiplexing is defined by N3 in units of symbols, as shown in Table 3.
[bookmark: _Ref68080546]Table 1. PDSCH processing time for PDSCH processing capability 1
	

	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 in 
DMRS-DownlinkConfig in both of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB
	dmrs-AdditionalPosition ≠ pos0 in 
DMRS-DownlinkConfig in either of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB 
or if the higher layer parameter is not configured 

	0
	8
	N1,0

	1
	10
	13

	2
	17
	20

	3
	20
	24


[bookmark: _Ref68080553]
Table 2. PUSCH preparation time for PUSCH timing capability 1
	

	PUSCH preparation time N2 [symbols]

	0
	10

	1
	12

	2
	23

	3
	36



[bookmark: _Ref68081262]Table 3. HARQ multiplexing timing
	

	HARQ multiplex time N3 [symbols]

	
	processingType2Enabled is not configured
	processingType2Enabled=enable

	0
	8
	3

	1
	10
	4.5

	2
	17
	9

	3
	20
	--



For single slot scheduling of 480 kHz and 960 kHz, the symbol duration and slot duration is scaled down with SCS. One should consider that additional algorithms might be introduced to fight against significantly increased phase noise, for example, ICI compensation, which needs convolution in frequency domain, or IFFT and FFT operation in time domain. Therefore, unless there is clear evidence that the processing time can be reduced, we prefer the same absolute time as that of 120 kHz defined in FR2.
For multi-PDSCH/PUSCH scheduling, additional PDSCH decoding time will be needed if the channel is jointly estimated over all the DMRS symbols in the multiple scheduled slots. In this case, UE would need to defer the start of PDSCH decoding for as many as 42 symbols if a single DCI schedules 4 slots. In addition, there are other features under discussion which have impacts on the PDSCH decoding time, such as the number of HARQ processes, and UE complexity of the phase noise estimation and compensation associated with the PTRS pattern. So we propose to postpone the discussion on timeline for multi slot scheduling until the designs as mentioned above has been determined.
Proposal 2: For single slot scheduling with 480 kHz and 960 kHz SCS, N1, N2 and N3 values providing same absolute processing time as that of 120 kHz SCS in FR2 is preferred.  The values should be further studied for the case of multi slot scheduling after the detailed schemes are clear.
k0, k1, k2
In FR2,  indicated by DCI and RRC for determining the starting slot of PDSCH, uplink resource carrying HARQ-ACK information corresponding to the PDSCH, and PUSCH, and the maximum values of  are {32, 15, 32} respectively, with slot as the unit, which means the maximum absolute time durations of the offset are {4, 1.875, 4} ms, leaving sufficient room for UE with different processing capability, or for different scheduling scenarios.
The TDD configuration of 480 or 960 kHz SCS should preferably be aligned with that of 120 kHz SCS, to maximize the resource allocation utilization when 120 kHz is used for initial access. This means the number of consecutive DL slots and number of consecutive UL slots in a TDD configuration period should be linearly scaled up by the ratio of between the SCS used for data and 120 kHz, as shown in Figure 1. The same approach as for multi-PDSCH/PUSCH resource indication can be applied by defining a new unit of  for multi-PDSCH/PUSCH scheduling of 480 kHz and 960 kHz SCS, ensuring all the time resource can be indicated by the existing value ranges of , and the maximum absolute time durations are the same as those of 120 kHz.
[image: ]
[bookmark: _Ref61103236]Figure 1. TDD configuration of 480 kHz and 960 kHz that aligns with that of 120 kHz
With the same approach,  can be used to indicate the gap between the slot that includes DCI and the first PDSCH of multi-PDSCH scheduled by the DCI,  indicates the gap between the last PDSCH of multi-PDSCH and the slot that carrying the HARQ-ACK information of the corresponding PDSCH, and  indicates the gap between the slot that includes DCI and the first PUSCH of multi-PUSCH scheduled by the DCI, as demonstrated in Figure 2, where the new unit is set as N slots, and the offset in units of slot indicated by  is  slots.
[image: ]
[bookmark: _Ref60767803]Figure 2. Illustration of the offset indicated by  in multi-slot PDSCH scheduling
Proposal 3: The unit of k0, k1 and k2 should be defined as multiple slots for multi-PDSCH/PUSCH scheduling for 480 kHz and 960 kHz SCS.
Z1, Z2, Z3
In FR1 and FR2, CSI computation time  has been specified by , which defines a gap between the PDCCH that triggers a CSI report and the uplink resource that carries the CSI report according to different SCS, as shown in Table 4, where  is the UE reported capability beamReportTiming with value set to be {14,28,56} symbols for 120 kHz, and  is the UE reported capability beamSwitchTiming with value set to be {14,28,48,224,336} symbols for 120 kHz. From the table, we observe that not all the absolute time duration decreases with increasing SCS, for example, values of  for 60 kHz and 120 kHz. 
PDSCH demodulation and CSI computing typically share computing resources in the UE. As analyzed in the previous section, PDSCH processing for 480 kHz and 960 kHz may need more time or more computing resource due to the more complex demodulation algorithm e.g. to deal with increased phase noise, which will impact the available CSI computing time. Practically, the absolute time duration for CSI computing time can remain the same as that of 120 kHz SCS.
[bookmark: _Ref68252236]Table 4.  CSI computation delay requirement 2
	

	Z1 [symbols]
	Z2 [symbols]
	Z3 [symbols]

	
	Z1
	Z'1
	Z2
	Z'2
	Z3
	Z'3

	0
	22
	16
	40
	37
	22
	X0

	1
	33
	30
	72
	69
	33
	X1

	2
	44
	42
	141
	140
	min(44,+ KB1)
	X2

	3
	97
	85
	152
	140
	min(97, X3+ KB2)
	X3



Proposal 4: For 480 kHz and 960 kHz SCS, Z1, Z2 and Z3 values providing same absolute processing time as that of 120 kHz SCS in FR2 is preferred.
Enhancement on PDSCH and PUSCH
[bookmark: _Ref167612881]Multi-PDSCH/Multi-PUSCH scheduling and HARQ
· General
	Agreement:
· For a UE and for a serving cell, scheduling multiple PDSCHs by single DL DCI and scheduling multiple PUSCHs by single UL DCI are supported.
· Each PDSCH or PUSCH has individual/separate TB(s) and each PDSCH/PUSCH is confined within a slot.
· FFS: The maximum number of PDSCHs or PUSCHs that can be scheduled with a single DCI
· FFS: Whether multiple PDSCH scheduling applies to 120 kHz in addition to 480 and 960 kHz


In the last meeting, the multi-PUSCH scheduling scheme defined in NR-U Rel-16 are supported as a baseline, where all TBs scheduled by a single DCI will share the same configuration in DCI format 0-1 except for the NDI and RV. The HARQ process ID of first TB is indicated in UL grant. UE derives the HARQ process ID for the remaining TBs by increasing HARQ process ID sequentially. At most 8 consecutive PUSCHs can be scheduled by a single DCI by configuring entries with multiple SLIV in pusch-TimeDomainAllocationListForMultiPUSCH. 
To make sure the single MCS per codeword is a suitable choice for all the PDSCHs/PUSCHs in a multi-PDSCH/PUSCH scheduling, the absolute time duration of the multi-PDSCH/PUSCH scheduling should be confined. In FR2, the maximum time unit PDSCH scheduling with different TBs is 1 slot for 120 kHz, which can be set as the maximum absolute time duration for multi-PDSCH/PUSCH scheduling in this new frequency range, by considering the similar channel conditions in FR2 and this new frequency range, and then, the maximum number of PDSCHs/PUSCHs are 4 and 8 for 480 kHz and 960 kHz respectively.
Proposal 5: The maximum number of PDSCHs/PUSCHs scheduled by a single DCI should be 4 and 8 for 480 kHz and 960 kHz respectively.
In Rel-15/16, mini-slot based scheduling (PDSCH/PUSCH mapping type B) is mainly used for service with low latency requirement. It can also provide more channel access opportunities in shared spectrum operation after LBT success. However, considering the shorter symbol/slot duration for the new SCSs, especially for 960 kHz where the time duration of one slot is less than that of two symbols of 120 kHz, the benefit of mini slot is marginal. On the other side, mini-slot based resource mapping not only increases the number of required HARQ processes, but also complicates the configuration of TDRA especially in multi slot scheduling. Therefore we propose to only support PDSCH/PUSCH mapping type A based scheduling for 480 kHz SCS and 960 kHz SCS in the frequency range above 52.6GHz to 71GHz.
Proposal 6: Only support PDSCH/PUSCH mapping type A for 480 kHz SCS and 960 kHz SCS.
· Resource indication
Three options are listed for TDRA indication as follow:
	· Alt 1: TDRA table is extended such that each row indicates up to [X, FFS for X] multiple PUSCHs (continuous in time-domain). Each PUSCH has a separate SLIV and mapping type. The number of scheduled PUSCHs is signalled by the number of indicated valid SLIVs in the row of the TDRA table signalled in DCI.
· Alt 2: TDRA table is extended such that each row indicates up to [X, FFS for X] multiple PUSCHs (that can be non-continuous in time-domain). Each PUSCH has a separate SLIV and mapping type. The number of scheduled PUSCHs is signalled by the number of indicated valid SLIVs in the row of the TDRA table signalled in DCI.
· Alt 3: TDRA table is extended such that each row indicates up to 8 multiple PUSCH groups (that can be non-continuous between PUSCH groups). Each PUSCH group has a separate SLIV, mapping type and number of slots/PUSCHs N. Within each PUSCH group, N PUSCHs occupy the same OFDM symbols indicated by the SLIV and mapping type. The number of scheduled PUSCHs is the sum of number of PUSCHs in all PUSCH groups in the row of the TDRA table signalled in DCI.


According to the analysis in previous section, a single MCS is applied to all the PDSCHs/PUSCHs in the multi-PDSCH/PUSCH scheduling based on a stable channel condition. Meanwhile, single TCI/SRI indication is preferred by most companies in the beam management discussion, when multi-TRP or high mobility scenarios are deprioritized in the WI. Moreover, continuous transmission also facilitates transmitter to make full use of channel occupancy and reduce possibility of interference from other UE in shared spectrum operation. Non-continuous resource allocation in time domain for multi-PDSCH/PUSCH is unnecessary. 
For frequency domain resource allocation, increasing the RBG size has been proposed to decrease the FDRA size in DCI, because fewer UEs will be FDMed on the whole bandwidth part due to narrower beam width in the new frequency range. However, larger RBG size will reduce the resource allocation flexibility in frequency domain, especially for 480 kHz and 960 kHz. Moreover, the overhead of FDRA indication do not increase because the maximum number of PRBs is equal to or less than the value defined in FR2 for 120 kHz due to same assumption of FFT size per carrier. Therefore, it is not essential to further reduce FDRA indication. 
Considering the absolute time durations of a slot for 480 kHz and 960 kHz are 1/4 and 1/8 to that of 120 kHz respectively, inter slot frequency hopping will provide enough frequency diversity while keeping UE complexity at an acceptable level. So intra-slot frequency hopping for multi slot PUSCH scheduling is not necessary.
Observation 1: Further enhancements of FDRA and frequency hopping for multi slot scheduling are not essential.
Proposal 7: For multi-slot scheduling of 480 kHz and 960 kHz, support Alt 1 as the TDRA indication scheme, and reuse the FDRA indication including the RBG size definition in FR2.
· Alt 1: TDRA table is extended such that each row indicates up to [X, FFS for X] multiple PUSCHs (continuous in time-domain). Each PUSCH has a separate SLIV and mapping type. The number of scheduled PUSCHs is signalled by the number of indicated valid SLIVs in the row of the TDRA table signalled in DCI.

· DAI indication
In the last meeting, three alternatives were discussed on how C-DAI/T-DAI is counted for the multi-PDSCH scheduling, and the following agreement was made:
	Agreement:
For generating type-2 HARQ-ACK codebook corresponding to DCI that can schedule multiple PDSCHs, the following alternatives can be considered to DAI counting and will be down-selected in RAN1#104bis-e.
· Alt 1: C-DAI/T-DAI is counted per DCI.
· Alt 2: C-DAI/T-DAI is counted per PDSCH.
· Alt 3: C-DAI/T-DAI is counted per M scheduled PDSCH(s), where M is configurable (e.g., 1, 2, 4, …).
· FFS: Codebook generation details
· FFS: How to signal DAI values (e.g., increase of DAI bits for Alt 2 and Alt 3)
· FFS: Whether to apply time domain bundling of HARQ-ACK feedback


For Alt 1, C-DAI/T-DAI is counted per DCI, and the benefit is that the number of DAI bits do not need to be increased. However, if one DCI is missing, the UE cannot know how many PDSCHs scheduled by that DCI are missing, and therefore the HARQ-ACK codebook size would be different from the one expected at the gNB. Figure 3 shows an example of missing DCI issue. 
[image: ]
[bookmark: _Ref68085265]Figure 3. C-DAI is counted per DCI
For Alt 2, when C-DAI/T-DAI is counted per PDSCH, then the missing DCI issue can be avoided because UE knows exactly how many PDSCHs are missing, as illustrated in Figure 4. Only when the last DCI is missing, the UE cannot obtain the correct codebook size. The legacy DAI design also has this issue, and it is solved by UL DAI, which can also be applied in the multi-PDSCH scheduling. The only downside of Alt 2 is the increased number of DAI bits, including C-DAI, T-DAI and UL DAI. However, compared with the miss-matched codebook size issue in Alt 1, we think this cost is quite acceptable.
[image: ]
[bookmark: _Ref68085299]Figure 4. C-DAI is counted per PDSCH
For Alt 3, counting C-DAI/T-DAI per configurable M scheduled PDSCH(s) seem to be a balance between Alt 1 and Alt 2. However, when the number of scheduled PDSCHs by one DCI is smaller than M, same issue as Alt 1 would happen. For example, when M = 4, and DCI1 schedules 2 PDSCHs, and DCI2 schedules 2 PDSCHs, and the C-DAI for both DCI1 and DCI2 are the same (e.g., 0). If DCI1 is missing, and with DCI2 alone, UE cannot know the correct size of HARQ-ACK codebook. This issue is illustrated in Figure 5.
[image: ]
[bookmark: _Ref68085368]Figure 5. C-DAI is counted per M scheduled PDSCH, M = 4
Observation 2: Only Alt 2 (C-DAI/T-DAI is counted per PDSCH) can handle the DCI missing issue.
Assuming that Alt 2 is adopted, the details of codebook generation can be designed as below:
For C-DAI, PDSCHs can be counted according to the ascending order of DCIs. The DCIs can be ordered in a frequency first, time second manner like the legacy case. Then, for each DCI, PDSCH counter is accumulated in time. Then, modulo M can be applied to the counter of the first PDSCH scheduled by each of the DCI to generate the C-DAI of that DCI. Value M can be determined by the maximum number of PDSCHs scheduled by the DCI, which may be configured by RRC signaling. For T-DAI counted per PDSCH, it can be the total number of the scheduled PDSCHs by the DCIs up to the current PDCCH occasion, across all carriers. Figure 6 shows an example the C-DAI and T-DAI work in the multi-PDSCH scheduling in CA. When DCI x is missing, UE can still obtain the correct codebook size.
[image: ]
[bookmark: _Ref68085406]Figure 6. C-DAI/T-DAI counting example based on Alt 2
Assuming that Alt 2 is adopted, the number of bits for C-DAI/T-DAI can be increased according to the maximum schedulable PDSCHs by one DCI. For example, if up to 8 PDSCHs can be scheduled by one DCI, then 3 bits can be used.
Proposal 8: Study the detailed design of C-DAI/T-DAI based on Alt 2, where C-DAI/T-DAI is counted per PDSCH.
· Other related fields
	· CBGTI: Whether or not CBG (re)transmission is supported when more than one PUSCHs are scheduled (Already supported when only one PUSCH is scheduled).
· CSI-request: Whether to apply same or different rule compared to Rel-16 (e.g., the PUSCH that carries the AP-CSI feedback is the first PUSCH that satisfies the multiplexing timeline).
· URLLC related fields such as priority indicator and open-loop power control parameter set indication: Whether/how to apply URLLC related fields for scheduled PUSCHs


For the single DCI scheduled multi-PDSCH/PUSCH, some other fields related to CBG transmission, the PUSCH carried the AP-CSI feedback and URLLC have been discussed in previous meeting. 
For CBG (re)transmission is introduced in Rel-15 to avoid whole TB transmission if UE fails to decode portion of TB interfered by a burst interference. Considering the short slot duration in FR2 and even higher SCS introduced in the frequency range above 52.6GHz, the probability for partial TB transmission failure decreases. Moreover, the DCI overhead increased dramatically if CBGTI is configured in multi PUSCH scheduling. This is one of the reason that CBGTI is not supported DCI 0-1 for multi PUSCH scheduling in Rel-16 NRU. 
Proposal 9: CBG (re)transmission is not supported for multi-slot PDSCH/PUSCH scheduling 
In Rel-16 NR-U, when a DCI format 0_1 schedules two PUSCH allocations, the aperiodic CSI report is carried on the second scheduled PUSCH. When a DCI format 0_1 schedules more than two PUSCH allocations, the aperiodic CSI report is carried on the penultimate scheduled PUSCH. Such design is trying to alleviate CSI feedback failure due to potential LBT failure at beginning of UE initiated COT. Similar design should be adopted at least for shared spectrum operation in the frequency range above 52.6GHz to 71GHz because LBT is still necessary in some countries and regions. 
Proposal 10: Same multiplexing rule for aperiodic CSI report in multi PUSCH scheduling in Rel-16 should be applied at least in shared spectrum operation.
As for the URLLC related fields, it should be low priority as it is out of the scope of WID. 
Proposal 11: URLLC related issues should be low priority in the WI.
DMRS enhancement 
· DMRS pattern in frequency domain
For 480 kHz and 960 kHz SCS, which are 4 and 8 times to 120 kHz SCS, keeping same DMRS density in frequency domain as Rel-15/16 might result in-sufficient number of REs within the coherence bandwidth, and the accuracy of channel estimation might not be guaranteed. So increasing the frequency density of DMRS is proposed in the SI. 
To evaluate the necessity to increase the frequency domain density, link level simulation on PDSCH with DMRS type I is performed, and part of results are shown in Figure 7. In the legend, FD=1 means DMRS is mapped on all the subcarriers with no power boosting, and FD=1/2 means DMRS is mapped on every 2nd subcarrier with 3dB power boosting, which means PDSCH is not multiplexed with DMRS at a same symbol. From the results, we can observe that increasing DMRS frequency density provides no gain, which means the number of REs within the coherence bandwidth is sufficient for 480 kHz and 960 kHz.
[image: ] [image: ]
[bookmark: _Ref66988738]Figure 7. BLER performance comparison with different frequency density of DMRS
Observation 3: For 480 kHz and 960 kHz, increasing frequency density of DMRS type I provides no gain, when compared with the existed DMRS frequency density.
Proposal 12: The existing DMRS density in frequency domain of DMRS type I can be reused for 480 kHz and 960 kHz directly, and increasing the frequency density of DMRS type I is unnecessary.
· DMRS pattern in time domain
The existing DMRS pattern is agreed for 480 kHz and 960 kHz, which is based the assumption of single slot scheduling. For multi-slot scheduling, the performance of legacy per-slot DMRS pattern is deteriorated, as plotted in Figure 8(a) due to shorter symbol duration, when channel state information is estimated per slot individually and SINR is low. Joint channel estimation based on all the DMRS symbols from all of the scheduled multi slots can be used to increase the accuracy. However, it results in a large processing delay and receiving buffer size for multi slot because UE must defer the PDSCH decoding until all the DMRS symbols of the multi-PDSCH are received. It may have to be deferred by as long as 3 slots for 480 kHz SCS, and 7 slots for 960 kHz SCS.
[image: ]
[image: ]
[bookmark: _Ref60767831]Figure 8. DMRS pattern in time domain per time unit, (a) reused DMRS pattern in R15 with only FL DMRS per slot (b) bundling DMRS
To maintain the channel estimation accuracy and ensure a small delay for channel estimation under different SCSs, the DMRS symbols should be concentrated at the beginning of the scheduled multi-PDSCH/PUSCH, such as from the symbol l0 to l0+S*L-1, as shown in Figure 8 (b). l0 can be set to the first symbol after PDCCH, and L is the DMRS length indicated by RRC and DCI, S is a linearly scaled factor, which can be associated with SCS. 
The BLER performance shown in Figure 9 are compared between the two DMRS patterns in time domain illustrated in Figure 8. In the evaluations, channel estimation is performed individually per slot for the reused pattern per slot (Figure 8 (a)), and channel is jointly estimated based on all the DMRS symbols for bundling DMRS pattern (Figure 8 (b)), which is located at the same subcarriers of different symbols. From the results, gains about 0.2dB~0.6dB are provided by the bundling DMRS pattern.
[image: ] [image: ]
[bookmark: _Ref66992321]Figure 9. BLER performance comparison with different frequency density of DMRS
Observation 4: For 480 kHz and 960 kHz, bundling DMRS per multi-slot performs better than the reused DMRS pattern mapped per slot.
Proposal 13: Support multiple consecutive symbols of DMRS for the multi-slot scheduling, whose absolute time duration is same as that of 120 kHz DMRS with the same configuration.
PTRS enhancement
PTRS for CP-OFDM enhancement 
· PTRS pattern
In FR2, 120 kHz SCS is supported for both data/control channel.  CPE dominates the negative effect from the phase noise, which can be effectively estimated on the PTRS designed in Rel-15. However for the frequency band above 52.6GHz, the influence caused by phase noise is larger than below 52.6 GHz, and both CPE and ICI deteriorate the demodulation performance of high MCS. 
Enhanced PTRS designs, such as block-based or chunk-based PTRS, can be considered for ICI estimation. A new PTRS sequence can be introduced to increase the performance of ICI estimation, which is composed of a base sequence and a circular sequence, as illustrated in Figure 10. The base sequence  has a constant modulus after IFFT operation to provide a better estimation on ICI coefficients. ZC sequence can be a candidate for the base sequence. The circular sequence includes the head circular part and the tail circular part, wherein the head circular part is composed of the tail of the base sequence, and the tail circular part is composed of the head of the base sequence. The length of head circular part and the tail circular part sequence are decided by the number of estimated ICI coefficients J, which should be no less than (J-1)/2 to ensure the received base sequence is not contaminated by unknown data.
[image: ]
[bookmark: _Ref60767953]Figure 10. Sequence and pattern of block-based PTRS
With ZC sequence as a base sequence and additional circular sequence design for block PTRS, the ICI coefficients can be estimated based on the method applied to CPE estimation, in which, matrix inversion can be avoid. ICI estimation based on the PTRS and received signal are formulated as follow:
(1)
	 is the PTRS of base sequence, and the ICI order equal to 5 is assumed in the equation. The length of the head circular part and the tail circular part are 2.   is the received signal corresponding to , are the most significant ICI coefficients to be estimated.
By applying the auto-correlation property of ZC sequence, we can get the estimation of  directly by multiply /N at both sides of the equation, where  is the matrix of PTRS transmission signal.
(2)
Moreover, power boosting for PTRS is introduced in Rel-15 to increase the accuracy of CPE estimation, but it will not be useful if distributed PTRS is used for ICI estimation, based on the algorithm introduced in [3]. The formula for ICI estimation is shown in equation (3), and  is the subcarrier index of PTRS,  is the received signal on subcarrier j,  is the ICI coefficient, and  is the transmitted signal at subcarrier . For distributed PTRS, only the middle column  in the left-side matrix are from PTRS with power boosting, and rest of the received signals are from data without power boosting. The effect of power boosting is quite limited.
		(3)	With block PTRS, the problem of applying power boosting for distributed PTRS can be avoided, because the received signal  from consecutive subcarrier  are still PTRS, so all or most of the received signals in each row of matrix r are from PTRS with power boosting, which increases the accuracy of ICI estimation.
The BLER performance comparison with 3 dB power boosting for both PTRS patterns are shown in Figure 11~Figure 13. In the comparison, Rel-15 PTRS with K=4 are compared as baseline. For block PTRS, CN means block number N, CS means block size M, as shown in Figure 10. At receiver side, Alg-1 means the directly algorithm discussed in [3] is used, and Alg-2 means the algorithm demonstrated in equation (2) is used. The detailed length of sequence applied to block PTRS in the simulation are shown in Table 5, where prime numbers are applied to length of base sequence.
[bookmark: _Ref68169336]Table 5. Length of base sequence and circular sequence for block PTRS
	Block size M
	64
	41
	41
	33
	33
	17
	17

	ICI order estimated
	5
	5
	3
	5
	3
	5
	3

	Length of base sequence L
	59
	37
	37
	29
	31
	13
	13

	Length of head circular sequence q
	2
	2
	2
	2
	1
	2
	2

	Length of tail circular sequence p
	3
	2
	2
	2
	1
	2
	2



From the results, we observe that block PTRS with algorithm 1 performs best at all the cases for both the BLER and spectral efficiency performance. The benefits are 0.2~1dB when compared with distributed PTRS. Block PTRS with algorithm 2 performs slightly worse than block PTRS with algorithm 1, due to fewer PTRS used for ICI estimation. But it still performs better than distributed PTRS in most cases.
 [image: ][image: ] 
[bookmark: _Ref67144499]Figure 11. BLER comparison between block PTRS and Rel-15 PTRS of 256RB with 3dB power boosting
 [image: ][image: ]
Figure 12. BLER comparison between block PTRS and Rel-15 PTRS of 128RB with 3dB power boosting
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[bookmark: _Ref67144507]Figure 13. SE comparison between block PTRS and Rel-15 PTRS of 3dB power boosting and 64RB
In addition, block-based PTRS allows PTRS sharing among different UEs with a localized pattern. Block-based PTS can therefore be used to guarantee the ICI estimation performance for UE with narrow scheduled bandwidth, while maintaining a low overall PTRS overhead.
Observation 5: Block PTRS with the designed sequence has better BLER and spectrum efficiency than distributed PTRS with narrow scheduled bandwidth when power boosting is enabled.
Proposal 14: Support block PTRS with ZC sequence as a base sequence and circular sequence attached in both head and tail of the base sequence for 120 kHz, 480 kHz and 960 kHz SCS with CP-OFDM for ICI estimation of high MCS, when power boosting is enabled.
PTRS for DFT-s-OFDM
· Parameters of PTRS pattern
For DFT-s-OFDM, due to more severe phase noise than below 52.6 GHz, the interpolation distance is too long for 120 kHz SCS with the limited PTRS patterns defined in Rel-15 for DFT-s-OFDM when UE is scheduled with larger bandwidth and high modulation order,. An example of Rel-15 PTRS is shown in the Figure 14 , where  and . For 480 kHz SCS, the interpolation distance (in units of sample) is the same as that of 120 kHz SCS, which can’t provide accurate phase noise estimation, while for 960 kHz with 160 RBs, the maximum interpolation distance is 360, and the minimum interpolation distance is 240, which are still too large to track the phase noise.
[image: ]
[bookmark: _Ref60768068]Figure 14. Interpolation distance with 256RB when PTRS pattern is (CN, CS) = (8, 4)
To reduce the phase noise impact with large scheduled bandwidth, more PTRS groups within one DFT-s-OFDM symbol should be considered, for example with PTRS groups. Furthermore, considering the high SNR region of high modulation order, the PTRS samples in each group that is used for noise reduction can be decreased accordingly, e.g. in order to keep same overhead as Rel-15/16, as illustrated in Figure 15. The BLER performances with PTRS patterns of (, ) = (8, 4), (, ) = (16, 2) and (, )=(16,4) for 120 kHz and 480kHz SCS are compared in Figure 16 and Figure 17 respectively. In the legend, CN means , CS means . The BLER performance with PTRS patterns of (, ) = (4,4), (, ) = (8,4) and (, ) = (16,2) for 960 kHz SCS are compared in Figure 18. It is observed from Figure 16 to Figure 18 that PTRS pattern with more PTRS groups for both new patterns improves the BLER performance significantly for MCS22 for all the SCSs, while they are almost the same as that of pattern (, ) = (8, 4) for MCS16. It is worth noting that the BLER can be less than 0.01 only with PTRS pattern (, ) = (16, 2) for MCS26, due to the uniform interpolation distance.
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[bookmark: _Ref67041492]Figure 15. PTRS location for the new PTRS patterns
[image: ][image: ]
[bookmark: _Ref60768075]Figure 16. BLER performance of different PTRS pattern for 120 kHz with 400 MHz
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[bookmark: _Ref67040583]Figure 17. BLER performance of different PTRS pattern for 480 kHz and 960 kHz
[image: ][image: ]
[bookmark: _Ref68076678]Figure 18 	BLER performance of different PTRS pattern for 960 kHz
Observation 6: With more PTRS groups and less PTRS samples per PTRS group denoted as (, ) = (16, 2), the BLER performance of all the SCSs are improved significantly.
Proposal 15: A new PTRS pattern with more PTRS groups and less PTRS samples per PTRS group denoted as (, ) = (16, 2) within one DFT-s-OFDM symbol should be supported for large scheduling bandwidth and high scheduled MCS.
· [bookmark: _Ref497749847]Placement of PTRS groups
In this section, we would like to draw attention to an insofar overlooked problem related to the placement of PTRS groups within an OFDM symbol in the case of . The problem is demonstrated graphically below in Figure 19, which depicts the placement of PTRS groups when  (for =2, 4, 8), from both the transmitter and receiver perspectives. In a practical implementation, receiver typically sets some intentional timing margin for the CP removal and FFT windowing in units of the pre-DFT QAM symbol, called “advance shift” λ, in order to cope with imperfect synchronization and various multipath channel profiles of the UL transmissions from simultaneously FDM-ed UEs. 
The impact of the advance shift depends on the size of λ – as measured in units of the pre-DFT QAM symbol duration – which in turn depends on the allocation (or DFT) size M. The situation depicted in Figure 19 corresponds to the case of λ >  (= 4), which may happen when M is relatively large: the original “tail group” (in the red box) is wrap-around and locates close to the “head group”.  It results in a long interval for extrapolation of the estimated PN at the end of a DFT-S-OFDM symbol. For smaller values of M, namely relatively narrow allocations, the case λ ≤ may arise; leading to the received tail group being split into two sub-groups where one sub-group wraps around to join the head group and the other with  < 4 samples left behind at the tail of the received OFDM symbol. 
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[bookmark: _Ref497231382]Figure 19.  The resulting problem due to Rx window timing shift when 
The influence of the Rx advance shift are evaluated by BLER performance comparison with different shift value, whose results are demonstrated in Figure 20 and Figure 21, where the shift value means the number of samples within the advance shift time duration, and PTRS pattern (, ) = (4, 4) are applied for all the case. As can be observed, the influence caused by Rx advance shift increases with MCS, decreases with SCS due to the decreased sample time duration. 
[image: ]
[bookmark: _Ref67044476]Figure 20.  Influence of BLER performance caused by Rx advance shift for 120 kHz
[image: ][image: ]
[bookmark: _Ref67044853]Figure 21.  Influence of BLER performance caused by Rx advance shift for 480 kHz and 960 kHz
Observation 7: Due to Rx timing shift, (at least part of) a PTRS group placed at the tail of the transmitter’s DFT-s-OFDM symbol, may wrap-around to the head of the symbol from the receiver’s perspective, thus spoiling the original intention of the design and unnecessarily increasing Rx complexity, as well as deteriorating PN compensation performance, especially for the high MCS.
It should be emphasized that the actual value of λ, whether set statically or dynamically, is unknown to the transmitter, and it is tuned or decided by the receiver, based on considerations of imperfect synchronization,  and various multipath channel profiles of multiplexed UL transmission. Thus, the placement of PTRS groups should be robust with respect to the choice of advance shifts within a reasonable range, say, up to Z% of the CP duration (Z FFS, presumably larger than 10). Otherwise, the PNC performance and implementation complexity may both degrade.
As a simplest solution, each PTRS group can be located at the middle of interval regardless of PTRS group size, to avoid locating PTRS group at the tail of DFT-s-OFDM symbols, and provides uniform distance between adjacent PTRS groups as an additional advantage at the same time. The evaluation results shown in Figure 22 and Figure 23 are the BLER performance comparison between existed PTRS placement and new PTRS placement, just similar as demonstrated in Figure 15, from which we can see the new placement of PTRS groups provides a convincing benefit when Rx advance shift is exist for all the SCSs, especially with high MCS.
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[bookmark: _Ref67047573]Figure 22.  BLER performance comparison between different PTRS locations for 120 kHz
[image: ][image: ]
[bookmark: _Ref67047580]Figure 23.  BLER performance comparison between different PTRS locations for 480 kHz and 960 kHz
Observation 8: New PTRS location which is in the middle of each interval can solve the influence on BLER performance caused by Rx advance timing shift.
Proposal 16: For PTRS with , the mapping of last PTRS group should consider potential Rx timing shift and avoid the last X pre-DFT symbol(s).
Conclusions
We discussed the required changes of physical layer design using exiting NR waveform for both licensed and unlicensed band with the following observations and proposals.
Observation 1: Further enhancements of FDRA and frequency hopping for multi slot scheduling are not essential.
Observation 2: Only Alt 2 (C-DAI/T-DAI is counted per PDSCH) can handle the DCI missing issue.
Observation 3: For 480 kHz and 960 kHz, increasing frequency density of DMRS type I provides no gain, when compared with the existed DMRS frequency density.
Observation 4: For 480 kHz and 960 kHz, bundling DMRS per multi-slot performs better than the reused DMRS pattern mapped per slot.
Observation 5: Block PTRS with the designed sequence has better BLER and spectrum efficiency than distributed PTRS with narrow scheduled bandwidth when power boosting is enabled.
Observation 6: With more PTRS groups and less PTRS samples per PTRS group denoted as (, ) = (16, 2), the BLER performance of all the SCSs are improved significantly.
Observation 7: Due to Rx timing shift, (at least part of) a PTRS group placed at the tail of the transmitter’s DFT-s-OFDM symbol, may wrap-around to the head of the symbol from the receiver’s perspective, thus spoiling the original intention of the design and unnecessarily increasing Rx complexity, as well as deteriorating PN compensation performance, especially for the high MCS.
Observation 8: New PTRS location which is in the middle of each interval can solve the influence on BLER performance caused by Rx advance timing shift.

Proposal 1: The absolute time of 120 kHz SCS timelines should be adopted by default unless the reduced value for specific timeline(s) can be verified by implementation.
Proposal 2: For single slot scheduling with 480 kHz and 960 kHz SCS, N1, N2 and N3 values providing same absolute processing time as that of 120 kHz SCS in FR2 is preferred.  The values should be further studied for the case of multi slot scheduling after the detail schemes are clear.
Proposal 3: The unit of k0, k1 and k2 should be defined as multiple slots for multi-PDSCH/PUSCH scheduling for 480 kHz and 960 kHz SCS.
Proposal 4: For 480 kHz and 960 kHz SCS, Z1, Z2 and Z3 values providing same absolute processing time as that of 120 kHz SCS in FR2 is preferred.
Proposal 5: The maximum number of PDSCHs/PUSCHs scheduled by a single DCI should be 4 and 8 for 480 kHz and 960 kHz respectively.
Proposal 6: Only support PDSCH/PUSCH mapping type A for 480 kHz SCS and 960 kHz SCS.
Proposal 7: For multi-slot scheduling of 480 kHz and 960 kHz, support Alt 1 as the TDRA indication scheme, and reuse the FDRA indication including the RBG size definition in FR2.
· Alt 1: TDRA table is extended such that each row indicates up to [X, FFS for X] multiple PUSCHs (continuous in time-domain). Each PUSCH has a separate SLIV and mapping type. The number of scheduled PUSCHs is signalled by the number of indicated valid SLIVs in the row of the TDRA table signalled in DCI.

Proposal 8: Study the detailed design of C-DAI/T-DAI based on Alt 2, where C-DAI/T-DAI is counted per PDSCH.
Proposal 9: CBG (re)transmission is not supported for multi-slot PDSCH/PUSCH scheduling
Proposal 10: Same multiplexing rule for aperiodic CSI report in multi PUSCH scheduling in Rel-16 should be applied at least in shared spectrum operation.
Proposal 11: URLLC related issues should be low priority in the WI.
Proposal 12: The existing DMRS density in frequency domain of DMRS type I can be reused for 480 kHz and 960 kHz directly, and increasing the frequency density of DMRS type I is unnecessary.
Proposal 13: Support multiple consecutive symbols of DMRS for the multi-slot scheduling, whose absolute time duration is same as that of 120 kHz DMRS with the same configuration.
[bookmark: _GoBack]Proposal 14: Support block PTRS with ZC sequence as a base sequence and circular sequence attached in both head and tail of the base sequence for 120 kHz, 480 kHz and 960 kHz SCS with CP-OFDM for ICI estimation of high MCS, when power boosting is enabled.
Proposal 15: A new PTRS pattern with more PTRS groups and less PTRS samples per PTRS group denoted as (, ) = (16, 2) within one DFT-s-OFDM symbol should be supported for large scheduling bandwidth and high scheduled MCS.
Proposal 16: For PTRS with , the mapping of last PTRS group should consider potential Rx timing shift and avoid the last X pre-DFT symbol(s).
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