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[bookmark: _Ref124589705][bookmark: _Ref129681862] Introduction
In RAN1#104-e, some agreements on XR (eXtend Reality) and CG (Cloud Gaming) have been made such as traffic model, KPIs, evaluation assumptions/methodologies, etc [1]. Based on these, RAN1 is to carry out the evaluation of XR and CG in NR under various scenarios and traffic conditions.
In this contribution, we provide our initial system level evaluation results based on the agreed evaluation assumptions/methodologies. 
Simulation Setting
Traffic Model
We consider both the single-stream model and the multi-stream model for DL video, which are described as follows.
Single-stream model
We consider the statistical traffic models with different parameters for XR and CG services. The packet size follows the truncated Gaussian distribution. According to the agreements in RAN1#104-e [1] and our proposals in [2] based on SA4 outcomes, the details of the single-stream model are summarized in Table 1. Since the impact of jitter on the packet delay budget (PDB) needs further discussion [2], we do not consider jitter in our current simulation. 
[bookmark: _Ref67335491][bookmark: _Ref67335484]Table 1. The single-stream traffic models for XR and CG DL video
	Application
	VR/AR
	CG

	Frame per second
	60 FPS

	Average data rate
	30, 45Mbps
	8, 30Mbps

	Packet size
	Distribution
	Truncated Gaussian Distribution

	
	Mean
	62.5K, 93.75K Bytes
	16.67K, 62.5K Bytes

	
	STD
	0.15*mean

	
	Max
	2*mean

	
	Min
	0.25*mean



Multi-stream model
In our contribution paper [2] for traffic model, we propose two multi-stream models for modelling I-stream and P-stream, i.e., frame-based I/P-stream model and slice-based I/P-stream model. In this paper, we provide evaluation results for the frame-based I/P-stream model, where stream#1 and stream#2 refer to I-stream and P-stream. Here, we consider the GOP size as K = 8. The average size ratio between I frame and P frame is α = 2. Thus, the average data rate ratio between stream#1 and stream#2 is 1:3.5.The details of the multi-stream model are given in the following table.
Table 2. Frame-based I/P-stream model DL video
	Stream
	Stream#1: I-stream
	Stream#2: P-stream

	Total average data rate
	30 Mbps

	Average data rate per stream
	6.67 Mbps
	23.33 Mbps

	Packet size
	Distribution
	Truncated Gaussian Distribution

	
	Mean
	111.11K Bytes
	55.56K Bytes

	
	STD
	0.15*mean

	
	Max
	2*mean

	
	Min
	0.25*mean



KPI
As discussed in our companion paper on KPI and evaluation methodology [3], we propose to use XQI table to evaluate multiple combinations of (PSR, PDB) to reflect multiple user experience levels, so that the SI’s outcome is close to real applications and more informative.
In this contribution, XQI is chosen as the KPI and is used to characterize the user experience or XR quality through RAN transmission. The performance requirement of a XR/CG user is deemed to be satisfied if the XQI score is larger than the given threshold. The following XQI tables are adopted for evaluations, which are the same as in our companion paper [3].
· XQI for single-stream model for VR/AR and CG
	XQI value
	Description
	(Packet success rate X%, PDB /ms)

	
	
	VR/AR
	CG

	5
	Excellent
	(99, 7)
	(99, 12)

	4
	Good
	(99, 10)
	(99, 15)

	3
	Fair
	(95, 13)
	(95, 18)

	2
	Poor
	(95, 20)
	(95, 25)

	1
	Bad
	(X <95, or PDB>20)
	(X <95, or PDB>25)


· XQI for multi-stream model for VR/AR
	XQI value
	Description
	{(Packet success rate X%, PDB /ms) for I-stream, (Packet success rate X%, PDB /ms) for P-stream}

	5
	Excellent
	{(99.5, 7), (95, 7)}

	4
	Good
	{(99.5, 10), (95, 10)}

	3
	Fair
	{(95.5, 13), (90, 13)}

	2
	Poor
	{(95.5, 20), (90, 20)}

	1
	Bad
	{(X <95.5, or PDB>20), or
(X <90, or PDB>20)}



Details and Parameters
We present the evaluation results for FR1 Dense Urban and Urban Macro scenarios. DL transmission is dynamically scheduled in our simulation. In the uplink slot, users send ACK/NACK over PUCCH according to the DL decoding result. In the simulation, we adopt a drop-packet-upon-timeout mechanism. That is, if the serving time of a packet exceeds the PDB, the packet will be dropped. The overall simulation assumptions are listed in Appendix A. 
[bookmark: _Ref129681832]
Evaluation Results
0. Capacity
According to the agreement in RAN1#103-e [1], system capacity is defined as the maximum number of users per cell with at least 90% (baseline) of users being satisfied. Therefore, 90% user satisfaction ratio is considered in our evaluation. The evaluation is performed over different average numbers of users per cell, i.e., 1, 2, 3, 5, 7, 10, and 15. The initial system level evaluation results for capacity of VR/AR and CG in Dense Urban and Urban Macro scenarios are shown as follows.
0. Single-stream model
Impact of XQI on capacity
Figure 1 gives the capacity results of VR/AR with 30Mbps for different XQI scores in Dense Urban SU-MIMO scenario. It can be observed that the network can support 7.7 users per cell with XQI≥3. If we increase the requirement of reliability and latency, the network capacity decreases to 3.3 users per cell with XQI=5. Besides, we can see that the network capacity reduces as the average number of users per cell increases, this is mainly due to the fact that larger number of users results in more queueing delay.  
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[bookmark: _Ref68080984][bookmark: _Ref68080971]Figure 1. Capacity results of the single-stream model with different XQI scores
Observation 1: As shown in Table 3, the network capacity depends on XQI score. Higher XQI score refers to better user experience and results in less network capacity.  
[bookmark: _Ref68597005]Table 3. Network capacity of the single-stream model with different XQI scores in FR1 Dense Urban
	XQI score
	Description
	Average number of supported users per cell

	XQI=5
	Excellent
	3.3

	XQI≥4
	≥Good
	5.7

	XQI≥3
	≥Fair
	7.7



Results in Dense Urban
This part shows the network capacity of applications with different data rates. From Figure 2, it can be generally observed that the capacity decreases with the data rate. For example, the network can support 5.7 VR/AR users with data rate of 30Mbps in SU-MIMO setting while it can support 2.3 VR/AR users with data rate of 45Mbps. Besides, we can see that for the same data rate, the more tight PDB constraint results in less capacity. For example, the network can support 5.7 VR/AR (30Mbps) users with PDB=10ms in SU-MIMO setting while it can support 7.4 CG (30Mbps) users with PDB=15ms.
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a) Dense Urban SU-MIMO
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b) Dense Urban MU-MIMO
[bookmark: _Ref60770904][bookmark: _Ref68614274]Figure 2. Capacity results of the single-stream model with XQI≥4
[bookmark: _Ref67335803]Observation 2: In FR1 Dense Urban, the network capacity of the single-stream model with XQI≥4 is summarized in Table 4.
[bookmark: _Ref67663225][bookmark: _Ref67663220]Table 4. Network capacity of the single-stream model with XQI≥4 in FR1 Dense Urban
	Average number of supported users per cell
	VR/AR (30Mbps)
	VR/AR (45Mbps)
	CG (8Mbps)
	CG (30Mbps)

	SU-MIMO
	5.7
	2.3
	>15
	7.4

	MU-MIMO
	12
	5.6
	>15
	>15



Results in Urban Macro
Similar to Dense Urban scenario, from Figure 3, we can see that 1) the network capacity decreases with data rate, and 2) the more tight PDB results in less network capacity. In addition, by comparing Figure 2 and Figure 3, it is concluded that the network capacity in Urban Macro scenario is generally less than that in Dense Urban scenario due to the larger pathloss in Urban Macro case.
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a) Urban Macro SU-MIMO
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b) Urban Macro MU-MIMO
[bookmark: _Ref60770961]Figure 3. Capacity results of the single-stream model with XQI≥4
Observation 3: In FR1 Urban Macro, the network capacity of the single-stream model with XQI≥4 is summarized in Table 5.
[bookmark: _Ref67335848]Table 5. Network capacity of the single-stream model with XQI≥4 in FR1 Urban Macro
	Average number of supported users per cell
	VR/AR (30Mbps)
	VR/AR (45Mbps)
	CG (8Mbps)
	CG (30Mbps)

	SU-MIMO
	4.9
	1.5
	>15
	6.8

	MU-MIMO
	8.4
	4
	>15
	11.1



0. Multi-stream model
This part gives our evaluation results of the multi-stream model in FR1 Dense Urban SU-MIMO scenario. In this paper, we consider two types of scheduling schemes for the multi-stream model:
· Scheme 1 (S1): Proportional fair (PF). The scheduling priority of each user is calculated as the ratio of the instantaneous data rate, indicated by channel quality indicator, over the historical data rate. The ratio is also named as the PF value. Larger PF value means higher scheduling priority. 
· Scheme 2 (S2): Based on the PF scheme, the packets of the more important stream (i.e., I-stream in our simulation) are prioritized to be scheduled. That is, if the currently transmitting packet of a user belongs to Stream#1 (I-frame), the PF value of the user is scaled with a factor. 
From Figure 4, it can been seen that for XQI≥3, the network can just support 1.8 users per cell on average. This is due to the fact that in the multi-stream model, the average size of I frame is 111K bytes, which is about twice of the frame size in the single-stream model (i.e., 62.5K bytes). Such a large frame is more difficult to be successfully transmitted within the PDB. As shown in Figure 4, the enhancement scheduling scheme S2 can increase the network capacity by about 12.5%.
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[bookmark: _Ref68105958]Figure 4. Capacity results of the multi-stream model with XQI≥3, 4
Observation 4: The network capacity of the multi-stream model can be improved by prioritizing the transmission of the more important stream as shown in Table 6.
[bookmark: _Ref68598372]Table 6. Network capacity of the multi-stream model with XQI≥3 in FR1 Dense Urban
	Scheduling scheme
	S1 
(no prioritization between I/P streams)
	S2 
(prioritize I-stream)

	Average number of supported users per cell
	1.6
	1.8

	Capacity improvement of S2 over S1
	12.5%



0. UE power consumption
In this subsection, the initial system level evaluation results for power consumption of VR/AR and CG in Dense Urban scenarios are provided. The power consumption is evaluated based on single-stream model. In the evaluations, 5 UEs on average are assumed within a cell and it is assumed that UE is always ON. The power model in TR 38.840 for evaluations are reused. It is assumed that power model for S slot is same as that for DL slot.
[bookmark: OLE_LINK10][bookmark: OLE_LINK11]Figure 5 provides the average power consumption and power percentage of different states for XR traffic, respectively. Based on the evaluations, the average power consumption is higher for the traffic with higher data rate. For the traffic, power consumption of PDCCH-only is about 50%~70% over the total power consumption. It means that most of the power consumption is used by PDCCH blind detection, but no PDCCH is detected by UE. To save the UE power consumption, the unnecessary PDCCH blind detection should be reduced. Table 5 also provides the number of satisfied UE per cell.
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[bookmark: _Ref68184141][bookmark: _Ref68184130]Figure 5. Power consumption for baseline in FR1
Observation 5: For baseline of XR traffic, power consumption of PDCCH-only is about 50%~70% over the total power consumption.

Conclusions
In this contribution, initial system level evaluation results of the scenario of FR1 Dense Urban and the scenario of FR1 Urban Macro for XR and CG service are discussed with the following observations:
Observation 1: As shown in Table 3, the network capacity depends on XQI score. Higher XQI score refers to better user experience and results in less network capacity.  
Table 3. Network capacity of the single-stream model with different XQI scores in FR1 Dense Urban
	XQI score
	Description
	Average number of supported users per cell

	XQI=5
	Excellent
	3.3

	XQI≥4
	≥Good
	5.7

	XQI≥3
	≥Fair
	7.7



Observation 2: In FR1 Dense Urban, the network capacity of the single-stream model with XQI≥4 is summarized in Table 4.
Table 4. Network capacity of the single-stream model with XQI≥4 in FR1 Dense Urban
	Average number of supported users per cell
	VR/AR (30Mbps)
	VR/AR (45Mbps)
	CG (8Mbps)
	CG (30Mbps)

	SU-MIMO
	5.7
	2.3
	>15
	7.4

	MU-MIMO
	12
	5.6
	>15
	>15



Observation 3: In FR1 Urban Macro, the network capacity of the single-stream model with XQI≥4 is summarized in Table 5.
Table 5. Network capacity of the single-stream model with XQI≥4 in FR1 Urban Macro
	Average number of supported users per cell
	VR/AR (30Mbps)
	VR/AR (45Mbps)
	CG (8Mbps)
	CG (30Mbps)

	SU-MIMO
	4.9
	1.5
	>15
	6.8

	MU-MIMO
	8.4
	4
	>15
	11.1



Observation 4: The network capacity of the multi-stream model can be improved by prioritizing the transmission of the more important stream as shown in Table 6.
Table 6. Network capacity of the multi-stream model with XQI≥3 in FR1 Dense Urban
	Scheduling scheme
	S1 
(no prioritization between I/P streams)
	S2 
(prioritize I-stream)

	Average number of supported users per cell
	1.6
	1.8

	Capacity improvement of S2 over S1
	12.5%



Observation 5: For baseline of XR traffic, power consumption of PDCCH-only is about 50%~70% over the total power consumption.
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Appendix A: System Simulation Parameters
Table A-1. System level simulation assumption for FR1
	Parameter
	Value

	Scenarios
	Scenario-1: Dense Urban
	Scenario-2: Urban Macro

	Layout
	21cells with wraparound

	Channel Model
	UMa

	Carrier frequency
	4.0 GHz

	Bandwidth
	100 MHz

	Subcarrier spacing
	30 KHz

	Frame structure
	[DDDSU DDDSU] Detailed S slot format is 10D:2F:2U.

	Inter Site Distance
	200m
	500m

	BS Antenna Height
	25m

	BS Antennas
	Option 1: 64 TxRU, (M, N, P, Mg, Ng; Mp, Np) = (8,8,2,1,1;4,8)

	CSI-RS Port
	32

	UE Antenna Height
	General equation:  hUT=3(nfl – 1) + 1.5
·  nfl  for outdoor UEs: 1
· nfl for indoor UEs: nfl ~ uniform(1, Nfl ) where Nfl ~ uniform(4,8)

	UE Antennas
	Baseline: 2T/4R, (M, N, P, Mg, Ng; Mp, Np) = (1,2,2,1,1;1,2), (dH, dV) = (0.5, N/A)λ

	BS antenna pattern
	3-sector antenna radiation pattern, 8 dBi

	UE antenna pattern
	Omnidirectional, 0 dBi

	TX Power
	BS : 44 dBm per 20MHz
	BS : 49 dBm per 20MHz

	UE MAX Power
	23dBm

	Noise Figure
	BS:5 dB, UE:9 dB

	Scheduler
	SU-MIMO Proportional Fair/MU-MIMO Proportional Fair

	MCS
	Up to 256QAM

	UE distribution
	80% indoor, 20% outdoor

	UE speed
	3 km/h

	Channel Estimation
	Realistic

	Downtilt
	12 degree

	CSI acquisition
	CSI-RS: Period=0.1s, Density=1, feedback delay=1ms, CSI report periodicity=5ms, 4bit quantization, and modelling the error
SRS: Period=5ms

	Transmission scheme
	Close loop rank adaptation

	PHY processing delay
	UE PDSCH processing Capability #1

	PDCCH overhead
	2 symbols

	Target BLER
	10%

	Max HARQ transmission
	4


Note 1: For frame structure, U symbol of S slot is not used for uplink transmission.
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