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Introduction
[bookmark: _Hlk510705081]The study item on supporting NR from 52.6 GHz to 71 GHz [1] was approved at RAN#86. Before that, 3GPP RAN studied requirements for NR beyond 52.6GHz up to 114.25GHz, potential use cases and deployment scenarios, and NR system design requirements and considerations on top of regulatory requirements [2].[1] 
This contribution deals with required changes to NR using existing DL/UL NR waveform to support operation between 52.6 GHz and 71 GHz. More specifically, we consider the following objectives of the approved study item [1]: 
· Study of applicable numerology including subcarrier spacing, channel BW (including maximum BW), and their impact to FR2 physical layer design to support system functionality considering practical RF impairments [RAN1, RAN4].
· Identify potential critical problems to physical signal/channels, if any [RAN1].

Numerology and bandwidth options
[bookmark: _Hlk46927459]The following was agreed in RAN1#102-e [8]:
For NR system operating in 52.6 GHz to 71 GHz, 
· NR should be designed with maximum FFT size of 4096 and maximum of 275RBs per carrier;
· Candidate supported maximum carrier bandwidth(s) for a cell is between 400 MHz and 2160 MHz;
· If subcarrier spacing 240 kHz or below are supported, NR in 52.6 to 71 GHz is expected to use normal CP length only (does not have any implications on whether ECP is supported for the higher subcarrier spacings, if supported).

Additionally, the following text was endorsed in RAN1#102-e:
· For supporting NR operation in both licensed and unlicensed band in the frequency range from 52.6 GHz to 71 GHz, FR2 numerologies and additional numerologies beyond that supported currently in NR are studied. Existing framework for numerology scaling is considered i.e. 2μ ×15 subcarrier spacing to select the candidates. […]. For data and control channel transmissions, it is investigated if µ>3 (larger than 120 kHz) is needed and corresponding impacts, if any, on aspects including at least processing timelines, PDCCH monitoring capability (BD/CCE), scheduling enhancements, beam-management, and reference signal design. For investigating the need for higher numerologies, some of the key aspects that are studied are the impact due to phase noise, delay spread, TAE, analog beam switching delay, and impact to coverage, spectral efficiency and peak data rates, and relative delay in intra-cell/inter-cell multi-TRP operations.

In this section, we provide our preferences for numerology, bandwidth and cyclic prefix and summarize the below discussion with the following Tables.
[bookmark: _Ref53659421]Table 1. Comparison of different SCSs against some of the key aspects 
	SCS
[kHz]
	Phase noise, max. modulation order with simple CPE compensation
	Coverage
	Timing
Challenges
for initial UL

	120 
(outdoor)
	QPSK
	Full
	Legacy

	480
	16QAM
	· Slot based operation: Reduced by 6dB
· Can be fully compensated by repetition
	Legacy (FFS)

	960 
(indoor)
	no limitation
	· Slot based operation: Reduced by 9dB
· Can be fully compensated by repetition
	New SCS SSB or CORESET#0 DMRS based timing refinement



Table 2. Comparison of different SCSs against further key aspects 
	SCS
[kHz]
	Delay spread 
	Spectral efficiency in wideband operations
	Peak data rate per 2.16 GHz carrier
	TAE, multi-TRP
	Beam switching delay within CP

	120
(outdoor)
	no issues within 20ns
	Reduced due to intra-carrier GBs
	18.5%
(400MHz)
	Needs to be revisited, requirement based on UMTS delays
	yes

	480
	no issues within 20ns
	Reduced due to intra-carrier GBs
	74% (1.6GHz)
	
	yes

	960
(indoor)
	no issues within 20ns
	Full, no intra-carrier GBs
	100% 
(2.16GHz)
	
	yes (assuming the technology already available today)




Numerology 
Table 3 shows the candidate subcarrier spacing options for the 52.6 GHz to 71 GHz scenario. Cases with µ>6 are not considered anymore since they have had only limited support in 3GPP discussions.
[bookmark: _Ref53659430]Table 3. Candidate numerologies for data and control channels, 52.6 – 71 GHz
	

	

	Cyclic prefix

	3
	120
	Normal

	4
	240
	Normal

	5
	480
	Normal, Extended?

	6
	960
	Normal, Extended?



Based on the submitted tdocs and discussions in the previous RAN1 meetings (101-e, 102-e), it’s clear that vast majority of companies (if not all) support introduction of at least one new subcarrier spacing option (µ>3) for 60 GHz scenario. The main questions seem to be:
· The maximum subcarrier spacing supported (µmax): 480 kHz or 960 kHz? 
· In addition to normal CP, is there a need to support ECP option with 480 kHz and/or 960 kHz?
We touch these issues in the subsequent sections. 
Additionally, there is a question related to the number of additional SCS values needed. Is it enough to support just one new SCS, or is there a need to support multiple (if not all) numerologies between µ=3 and µmax? We think that if possible, it makes sense to minimize the number of new SCS values - it will  also minimize the specification & implementation complexity for the 60 GHz solution. 
It is widely recognized that operation based on 120 kHz SCS is a reasonable option for the 60 GHz band at least in somescenarios. For example, it is a good choice for coverage limited scenarios, and it can be supported with minimal changes on top of the existing FR2 design. However, when using 120 kHz SCS, the maximum channel bandwidth (w/o carrier aggregation) is limited to 400 MHz. Furthermore, when using 120 kHz SCS special attention needs to be paid for phase noise mitigation, especially when using modulation orders higher than 16QAM (see Section 2.3). 
[bookmark: _Hlk53744155]Observation 1: Considering outdoor deployment scenario, and close to zero specification effort, it seems that subcarrier spacing (µ=3) for physical data channels is valid option for 60 GHz scenario.
A high subcarrier spacing is needed to support wider bandwidths, such as BW > 400 MHz also w/o carrier aggregation, and to enable good performance for high modulation orders (i.e. 64QAM and higher) with reasonable receiver complexity. One target scenario for the operation with a high subcarrier spacings is indoor. Based on the simulation results shown (Section 2.3) and discussion in the subsequent sections, 960 kHz SCS is considered to be the best SCS option for the scenarios requiring high data rates with reasonable implementation complexity and smooth coexistence with WiGig. Hence, we think that only one additional subcarrier spacing value (µ=6) is needed for 60GHz scenario, on top of the existing FR2 numerologies.
[bookmark: _Hlk53744160]Observation 2: Considering indoor deployment scenario from specification effort, coexistence with WiGig, low delay spread, and low implementation complexity, it seems that only one additional subcarrier spacing, particularly value of (µ=6) for physical data channels would be sufficient for 60 GHz scenario.

Channel bandwidth including maximum bandwidth
The following was agreed in RAN1#102-e [8]:
· Candidate supported maximum carrier bandwidth(s) for a cell is between 400 MHz and 2160 MHz;
· Study single carrier and multi carrier operations for achieving wide bandwidth utilization, while at least considering aspects such as control signaling overhead, transceiver complexity, spectral efficiency, etc.
Channelization and sub-channelization:
In [6], ITU-R recommends 2.16 GHz channel bandwidth for multiple gigabit wireless systems (MGWS) on the grounds that MGWS standards should employ the same channelization for better coexistence. As discussed in [2], 802.11ad/ay systems currently support multiple of 2.16 GHz blocks in 52.6 GHz to 71 GHz unlicensed spectrum. In order to maximize the coexistence between WiGig, it makes sense to consider 2.16 GHz as the baseline channelization for NR above 52.6 GHz.   
One of the basic features of NR is variable bandwidth operation and it needs to be supported also when operating at a 2.16 GHz channel (@ 60GHz band). Narrowband operation will enable a higher power spectral density, which has positive impact to the cell throughput in coverage limited scenarios, as shown e.g. in [7]. A natural starting point for the narrowband operation is to support 400 MHz bandwidth also for 60 GHz scenario. It can be noted that 400 MHz bandwidth is enough to provide the maximum allowed EIRP under conditions of limited maximum power spectral density (dBm/MHz). 
RAN1 #102-e made an agreement to “consider the study of NR channelization/sub-channelization, including the justification for the features and their potential benefits”. A motivation behind the sub-channelization is to facilitate efficient interference management for narrowband operation. Sub-channelization is “channelization for narrowband operation”, which aims at avoiding partial overlap between transmissions from adjacent gNBs/UEs. Figure 1 shows an example where 2.16 GHz channel is split into five sub-channels of 432 MHz. In this scenario, sub-channelization would mean that up-to 400 MHz transmission should be confined within one sub-channel, up-to 800 MHz transmission within two consecutive sub-channels (within a 2.16 GHz channel) and so forth. The corresponding standard impact (on top of co-existence issue being discussed under AI 8.2.2) would relate to the questions how to define the synchronization signal raster and the channel raster? 
Proposal 1: Define channelization according to 2.16 GHz CBW, which is preferred from coexistence point of view.
Proposal 2: Support sub-channelization for 2.16 GHz channels to facilitate smooth coexistence for narrowband operation.
[image: ]
[bookmark: _Ref53659632]Figure 1. Five subchannels within a 2.16 GHz channel.

Bandwidth & BW extension
It’s a well-known fact that subcarrier spacing and the maximum channel bandwidth supported go hand by hand – the higher the SCS, the higher is the BW supported by given number of PRBs (up-to 275).  
Carrier aggregation is a way increase the BW beyond the limitations of a single component carrier. Table 4 shows the number of component carriers needed to fill a 2.16 GHz channel. It assumes spectrum usage efficiency > 90% and up-to 275 PRBs/carrier. It shows that
· 960 kHz SCS is needed to support 2.16 GHz CBW without CA. 
· 480 kHz SCS requires two CCs 
· 120 kHz SCS requires 5 CCs.
 
Minimizing the number CCs will reduce both the system complexity and overhead (e.g. guard band and HARQ-ACK). It will also influence UL coverage since MPR for different CA scenarios is much larger compared to that of single carrier transmission (the biggest MPR difference exists just between 1CC and 2CCs and is a consequenmce of gap caused by intra-carrier GBs). This is the case especially when applying DFT-S-OFDM transmission in UL. 
[bookmark: _Ref53659471]Table 4. # of component carriers needed to reach spectrum usage efficiency > 90%, 2.16 GHz CBW.
[image: ]
As shown in Table 4, carrier aggregation provides opportunities for wideband operation with 120 kHz SCS (at the expense of implementation complexity & overhead). Nevertheless, it allows maximal reuse of FR2 hardware in the scenarios where the phase noise is manageable. Furthermore, it provides efficient coexistence among UEs with different bandwidth capabilities. In order to support CA within a 2.16 GHz band, n x 400 MHz BW capabilities need to be supported (n=[ 2, 3, 4, 5]). 
There are multiple 2.16 GHz chunks available at 60 GHz band. Based on that it makes sense to consider wideband operation involving multiple 2.16 GHz channels. One related question is: how many component carriers are needed to fill m*2.16 GHz channels with a reasonably high spectrum usage efficiency (>90%) and up-to 275 PRBs/component carrier? This is considered in Figure 2 and it shows that 960 kHz SCS requires considerably smaller number of CCs compared to 480 kHz SCS. 
   
[image: ]
[bookmark: _Ref52969700]Figure 2. Number of CCs needed to support a wide channel BW.
 
[bookmark: _Hlk53744179]Observation 3: For given bandwidth, 960 kHz SCS supports considerably smaller number of component carriers (CC) compared to 480 kHz SCS. Reduced number of CCs allows for smaller system complexity, smaller system overhead and better RF efficiency (e.g. lower MPR).  
Proposal 3: For operation without CA, support two CBWs: 400 MHz (120 kHz SCS) and 2.16 GHz (960 kHz SCS)
Proposal 4: Support CA within a 2.16 GHz channel, and between 2.16 GHz channels
Proposal 5: Consider n x 400 MHz, n=[2, 3, 4, 5] as the supported channel BW options for​ CA operation within a 2.16 GHz channel. 

Phase noise 
The following was agreed in RAN1 #102-e:
Consider at least the following aspects of PT-RS design for a given SCS
· Phase noise compensation performance of existing PT-RS design
· Study of need of any modification/changes to existing PT-RS design
· Potential modification to the PT-RS pattern or configuration to aid performance improvement for CP-OFDM and DFT-s-OFDM waveforms (if needed)
· Potential methods to aid ICI compensation at the receiver (if needed)

As discussed in [2], carrier frequency offset and phase noise is much higher in spectrum beyond 52.6 GHz because of imperfections in the PA and crystal oscillator are more pronounced than at lower bands. In addition, Doppler shift/spread is larger with increasing carrier frequency. As a result, improving the robustness on frequency offset and phase noise is one of the key requirements for systems operating on bands above 52.6 GHz. Hence, phase noise is an important factor defining which subcarrier spacing should be used in spectrum beyond 52.6 GHz.
MPR simulations shown in Section 7 indicate that modulation quality (EVM) is often limiting the achievable maximum transmit power for NR from 52.6 GHz to 71 GHz. Also, phase noise is a significant contributor to EVM. In order to avoid further coverage reductions due to poor phase noise performance and large MPR for meeting the EVM requirements, it would be important to design NR from 52.6 GHz to 71 GHz so that phase noise degradations in link performance can be minimized. This will emphasize the role of DFT-S-OFDM in UL, as well as the role of phase noise (CPE & ICI) mitigation for both DL and UL. 
In this section, we investigate the link performance of CP-OFDM and DFT-S-OFDM under conditions of phase noise. We consider the subcarrier spacing values and bandwidths as agreed in [5]. Phase noise models from Section 6.1.11 of TR 38.803 are used which assume different models for BS and UE. The phase noise model is captured in Figure 26 (TS 38.803), and the simulation parameters are summarized in Table 7 (Appendix 1).

Comparison of 480 kHz SCS and 960 kHz SCS: CPE compensation only vs. ICI compensation 
As said, the one of the key questions for the SI is what is the maximum subcarrier spacing supported: 480 kHz or 960 kHz? 
First, we assume that the UE receiver can perform only CPE compensation but not the ICI compensation in Figure 3. This is a relevant scenario considering the non-negligible complexity increase involved in the ICI compensation. 
Figure 3 compares the link performance of 480 kHz SCS and 960 kHz SCS in a DL scenario with OFDM waveform, 64QAM modulation and the PTRS structure according to Rel. 15. Results cover two Tx BW options (400 MHz and 1600 MHz) and both ECP and NCP options.  
[image: ]
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Figure 3. Comparison of 480 kHz SCS and 960 kHz SCS with CPE compensation only, CP-OFDM, TDL-A 10ns + TDL-A 20ns, 400 MHz + 1600 MHz BW, ECP + NCP.
Results shown in Figure 3 indicate that 960kHz is significantly more robust to PN and can be handled also with a simple CPE compensation. There seems to be no major performance differences between ECP and NCP in the considered scenarios. This implies that CP length is not limiting the performance. 
[bookmark: _Hlk53744189]Observation 4: For 960 kHz SCS, 64QAM provides robust performance already with a simple CPE compensation while 480 kHz SCS suffers from a major performance degradation due to phase noise.
Figure 4 compares the performance of 480 kHz SCS and 960 kHz SCS with a more complicated ICI compensation method at the UE receiver. Otherwise the assumptions are the same as in Figure 3. Results show that with ICI compensation, both subcarrier spacings provide robust performance for 64QAM.
· The performance is almost the same for 400 MHz BW
· 960 kHz SCS provides up-to 0.8 dB gain compared to 480 kHz SCS with 1600 MHz BW. It should be noted that a wideband scenario should be emphasized with high SCSs.
· No notable differences between NCP and ECP.

[bookmark: _Hlk53744193]Observation 5: Both 960 kHz SCS and 480 kHz SCS provide robust performance with ICI compensation. However, for a wideband scenario (which is the main use case for a high SCS), 960 kHz SCS provides up-to 0.8 dB gain compared to 480 kHz SCS.
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Figure 4. Comparison of 480 kHz SCS and 960 kHz SCS with CPE+ICI compensation only, CP-OFDM, TDL-A 10ns + TDL-A 20ns, 400 MHz + 1600 MHz BW, ECP + NCP.

[bookmark: _Ref32998593]Impact of phase noise on CP-OFDM waveform in downlink
First, we assume that the UE can perform only the common phase error (CPE) part of the phase noise. To see the CPE compensation capability in >52.6 GHz carrier frequency, Rel. 15 PTRS allocation is used, where the PTRSs are inserted in every fourth PRB and every OFDM (PDSCH) symbol. The performance of this configuration for different subcarrier spacings is shown in Figure 5. Based on the results, we make the following observation.
[bookmark: _Hlk53744217]Observation 6: OFDM with CPE compensation
· Only QPSK and 16-QAM can be supported with SCS<960 kHz.
· 64-QAM requires SCS=960 kHz with reasonable performance.
· Delay spread 5 or 10ns does not have big impact on the result, except that 1920kHz SCS suffers some performance loss for 10ns, which may be due to the too small CP size.

[bookmark: _Hlk47603211]As already shown in Section 2.3.1, the results look different for the case when more complicated ICI cancellation is used. This is shown in Figure 6, which covers SCSs down to 120 kHz. It can be noted that at the expense of increased UE complexity ICI cancellation method can provide significant performance improvements with efficient PN compensation and even 120kHz SCS can be used for 64-QAM. The gains naturally increase with smaller SCS where the PN is more pronounced. 
[bookmark: _Hlk53744236][bookmark: _Hlk47603258]Observation 7: ICI cancellation enables 120kHz SCS for at least up to 64-QAM.
[bookmark: _Hlk47678673]Proposal 6: Support 960kHz for CP-OFDM to enable use of high-order modulations with low complexity CPE compensation.

[bookmark: _Ref47682043]Figure 5. CP-OFDM performance under Rel. 15 PTRS configuration in downlink, CPE compensation.
[image: ]
[bookmark: _Ref47436355][bookmark: _Ref53693245][bookmark: _Hlk47603439]Figure 6. Comparison of CP-OFDM performance under CPE compensation (solid lines) and ICI compensation in TDL-A downlink.
As discussed in Sections 2.1 and 2.2, 120kHz SCS is useful e.g. for the outdoor & coverage limited scenarios where 400 MHz BW is enough, and also for the cases where CA is used as the bandwidth extension scheme. In addition, considering excessive delay channel, using 120 kHz SCS with ICI compensation is helpful for facilitating flexible network deployment. 
In order to support ICI compensation, two kind of schemes have been discussed in the several contributions. The first approach is to use a new PT-RS design for ICI compensation. Because ICI is more critical between subcarriers in adjacent, ICI can be estimated with one or more blocks of contiguous subcarriers with PT-RS (called localized or block PT-RS). The performance of this method is shown in Figure 6, where a single block of PTRS symbols is used in frequency domain in the middle of the frequency band (having similar PTRS overhead as in the Rel-15 case). 
Another approach is data-aided estimation and filtering. In data-aided method, ICI component is obtained from the autocorrelation of the data REs as well as distributed PT-RS. In order to get better ICI estimation, autocorrelation across amount of data samples should be supported. Thus, it is required to make fair comparison of different schemes with the consideration of performance as well as the complexity.
[bookmark: _Hlk53744252]Observation 8: For ICI compensation, two approaches are discussed,
· Enhanced PT-RS design (e.g. localized/block PT-RS)
· [bookmark: _GoBack]Implementation-based method (e.g. data-aided direct filtering.)

Proposal 7: Support ICI compensation for NR beyond 52.6GHz, and study and compare different ICI compensation schemes with respect to performance as well as implementation complexity.

Impact of phase noise on CP-OFDM waveform in uplink
In TDL-A uplink, the simulation setup differs so that there are no control channels, and the phase noise models are swapped between the TX and RX. The results in uplink TDL-A channel are shown in Figure 7, and the results are almost the same as for downlink case, and thus, the same conclusions can be drawn.


[bookmark: _Ref47436492]Figure 7. OFDM performance under Rel. 15 PTRS configuration in TDL-A uplink, CPE compensation.

We also simulated results on CDL channels. In CDL case, the antenna configurations, channels and PN models are swapped compared to downlink case. Figure 8 shows results in CDL-B and CDL-D channels. The observations are quite similar as in TDL channel, i.e., 64-QAM cannot be supported for 120kHz and 240kHz subcarrier spacings. Also, 480kHz SCS may be too small for 64-QAM in CDL-B channel, while it may be enough for CDL-D channel. Furthermore, 960kHz SCS seems to be suffering some error floor for 2GHz bandwidth in NLOS channel.


[bookmark: _Ref47436565]Figure 8. CP-OFDM performance under Rel. 15 PTRS configuration in CDL uplink, CPE compensation.

Impact of phase noise on DFT-S-OFDM waveform in uplink
[bookmark: _Hlk47603687][bookmark: _Hlk47603888]DFT-s-OFDM is supported in FR2 uplink for coverage-limited cases. DFT-s-OFDM uses pre-DFT PTRS design, where the PTRSs are inserted in time-domain in clusters of 2 or 4 PTRS samples. This enables the receiver to follow and track the time-domain PN variations within each DFT-s-OFDM symbol. The compensation method used here is to calculate the mean of each PTRS cluster and then interpolate between the clusters. The maximum PTRS overhead in the specification is to use 8 clusters of 4 PTRS samples. In the results, the PTRS configuration is chosen to give the same (or the closest) overhead compared to CP-OFDM. The performance under Release 15 configurations is shown in Figure 9. When compared with CP-OFDM results shown in Figure 7, it is observed that DFT-s-OFDM is significantly more robust to PN than Rel. 15 OFDM. Note that since the maximum number of PTRS samples in Rel. 15 DFT-s-OFDM is 32 per symbol, the overhead for 120kHz SCS is half compared to that of CP-OFDM, and still even 120kHz SCS works for 64-QAM. However, there is some performance loss still when using Rel. 15 PTRS configuration, which may be due to the Doppler effect. To this end, one may need to use another DMRS symbol, or this may require some PTRS improvements.
To further address the performance loss of 120kHz in 64-QAM, Figure 10 compares the performance when either 2 DMRS with Rel. 15 PTRS is used, or then the PTRS overhead is increased for smaller subcarrier spacings using 64-QAM. In improved PTRS, we have used 12 blocks of 4 PTRS samples, which results in about 1.5% overhead for 120kHz SCS (compared with 1% in Rel. 15 case). We can see both methods provide clear performance improvements, which indicates that either another DMRS symbol should be used, or new PTRS configurations should be considered especially for higher order modulations.
[bookmark: _Hlk53744260][bookmark: _Hlk47604146]Observation 9: DFT-s-OFDM is more robust under phase noise than CP-OFDM, and can enable use of smaller SCS with significantly smaller PTRS overhead. Even 120kHz can be supported for 64-QAM.
[bookmark: _Hlk53744288][bookmark: _Hlk47604171]Observation 10: New PTRS configurations for DFT-s-OFDM can provide significant performance improvements for higher-order modulations with smaller SCSs.
[bookmark: _Hlk47678685]Proposal 8: Support 960kHz SCS for DFT-s-OFDM to robustly enable all MCSs.
Proposal 9: Consider defining new PTRS configurations for DFT-s-OFDM.
[bookmark: _Hlk47603731]
[bookmark: _Ref47436776]Figure 9. DFT-s-OFDM performance under Rel. 15 PTRS in TDL-A uplink.

[image: ]
[bookmark: _Ref47436969][bookmark: _Hlk47604076]Figure 10. Comparison of Rel. 15 PTRS with 1 DMRS (solid line), increased PTRS overhead (dashed line), and Rel. 15 PTRS with 2 DMRSs (dash-dot line) for DFT-s-OFDM using 64-QAM..

To confirm that the conclusions are similar for CDL channels, Figure 11 shows the results for NLOS (CDL-B) and LOS (CDL-D) CDL channels. Again, we can see that all the subcarrier spacings can be supported for all MCSs, although 120kHz SCS provides some performance loss for 64-QAM. However, as already illustrated above, this may be improved with new PTRS configurations. Results shown in Figure 9 show also that Normal CP seems to be enough also for CDL-B, 50 ns scenario. 
[bookmark: _Hlk53744300]Observation 11. Normal CP seems to be enough for the considered channels.

[bookmark: _Ref47437026]Figure 11. DFT-s-OFDM performance under Rel. 15 PTRS in CDL uplink NLOS (left) and LOS (right).

Cyclic prefix length and the impact of delay spread
One of the discussion points for the new numerologies is the need for extended CP length (in addition to the normal CP length). It was already agreed that “if subcarrier spacing 240 kHz or below are supported, NR in 52.6 to 71 GHz is expected to use normal CP length only”. Based on that the ECP discussion is limited to up-to two candidate SCS values: [480, 960] kHz.
Simulation results shown in Figure 3 and Figure 4 indicated that ECP does not provide any gain compared to NCP for the considered scenarios (SCS values: [480, 960] kHz, TDL-A 10ns, 20 ns). The message is the same for other simulated scenarios covering SCSs up-to 1920 kHz and NCP: delay spread does not have a big impact on the result, except that 1920kHz SCS suffers from minor performance loss in certain scenarios. This indicates that the degradation may be due to the too small CP size.  
It’s well known fact that when the subcarrier spacing doubles, the CP length reduces by 50%. However, extended CP has relatively large CP overhead (20%) compared to that of normal CP (6.7%). This mean that even if NCP could provide some gain in the link level for certain scenarios, the system level performance may still be far below that of NCP. Furthermore, for these scenarios, usage of 120 kHz SCS may be a more reasonable choice, anyway.
Based on the discussion above, and the results shown, we propose to prioritize NCP in 60 GHz studies also for the high SCS scenarios. ECP can be considered later, if needed.
Proposal 10: Prioritize NCP in 60 GHz studies. ECP can be considered later, if needed.

Support for rank2 for DFT-S-OFDM
The following was agreed in RAN1#102-e:
· Consider the study of at least the following aspects, including the justification for the features and their potential benefits, if applicable
· Support of rank 2 transmission for DFT-s-OFDM in the uplink

In Rel. 15 uplink DFT-s-OFDM, only rank-1 transmission is supported. However, single-port transmission is inefficient in providing high throughput with reasonable coverage, while low-PAR transmission mode (i.e., low-order modulations) with spatial multiplexing (SU-MIMO) will likely provide better performance in above 52.6 GHz scenario with DFT-s-OFDM. The reason is that SU-MIMO allows to use lower order modulation for the same rate resulting in improved coverage compared to higher order modulation. This is because PA output power back-off increases significantly when increasing modulation order. Furthermore, use of higher modulation order is more limited by phase noise, further reducing the coverage. Thus, the best way to provide larger throughput with reasonable coverage is to increase transmission rank and use SU-MIMO. 
Figure 12 shows the required SNR to reach 10% BLER target in rank-1 and rank-2 transmission. In this case, we have used the fixed code rate 2/3 for each modulation. It is observed that e.g., rank-2 QPSK requires 3dB lower SNR than rank-1 16-QAM, which achieves the same throughput. As another example, rank-2 16-QAM requires 7-10dB lower SNR than rank-1 256-QAM to achieve the same throughput. Taking into account the difference in required PA output power back-off between the modulations (e.g., 2.5-3dB between QPSK and 16-QAM, and 4-5dB between 16-QAM and 256-QAM), it is evident that rank-2 for lower-PAR modulations will be significantly more efficient communication scheme to achieve good coverage.
[bookmark: _Hlk47679842]Observation 12: Due to phase noise, Rank-2 SU-MIMO for DFT-s-OFDM is significantly better than rank-1 transmission in achieving good throughput with reasonable coverage.
[bookmark: _Hlk47678694]Proposal 11: Consider supporting rank-2 SU-MIMO for DFT-s-OFDM in 60GHz band.

[image: ]
[bookmark: _Ref31364124]Figure 12. Comparison of the required SNR to reach 10% BLER target with rank-1 and rank-2 in 60GHz carrier frequency.

Other key aspects impacting the need for higher numerologies
The following text was endorsed in RAN1#102-e:
· […] For investigating the need for higher numerologies, some of the key aspects that are studied are the impact due to phase noise, delay spread, TAE, analog beam switching delay, and impact to coverage, spectral efficiency and peak data rates, and relative delay in intra-cell/inter-cell multi-TRP operations.
In this section, we analyse some of these aspects in more details:
Analog beam switching delay:
In FR2 beam switching is assumed to take place during CP. When the SCS increases the CP duration decreases accordingly. Therefore, there is a need to consider the validity of the FR2 assumptions for higher numerologies. There seems to be two separate scenarios.
· Initial access: This requires specific consideration since the SSB structure cannot be changed based on the gNB scheduler decision. We consider the initial access scenario with details in Section 3.2. The bottom line is that the phase shifters can change state in few ns when using the technology already available today, i.e. in lot less than 100ns. Thus, we consider that assumption for the beam switching time is << 70 ns meaning that normal cyclic prefix length of 960 kHz subcarrier spacing is long enough to handle beam switching and no explicit beam switching gap is needed between successive SSB blocks. 
· Other cases: Based on the need, gNB can reserve a separate guard time (one or more full symbols) for beam switching. In many cases, the beam switching can happen during the guard time reserved for the link direction switching. It can be noted that the granularity to adjust the switching gap increases with the increasing SCS. Based on that, a high SCS has opportunities for smaller GP overhead compared to a low SCS.
Based on the discussion, there seems to be no differences between 480 kHz and 960 kHz SCSs from the beam switching point of view.  
Impact to coverage
Link budget reduces roughly by 3dB when the subcarrier spacing doubles. The reason behind is that the symbol and slot duration scales down when SCS increases and transport blocks may not be mapped across multiple slots. ​At the same time, the achievable Tx power does not increase when increasing the subcarrier spacing. This means that the power spectral density reduces with increasing subcarrier spacing for the same number of subcarriers. 
On the other hand, the link budget degradation can be fully compensated by repetition. It is noted that repetition is supported already for PDSCH, PUSCH and PUCCH (PDCCH repetition is discussed separately in Section 5.1.3). Hence, by proper configuration, there is no coverage difference between 480 kHz and 960 kHz SCSs.  
Impact to spectral efficiency and peak data rate
It can be noted that without carrier aggregation, 480 kHz SCS can utilize at most 73.6% of the resource elements of the 2.16 GHz wide channel. This will scale down the achievable capacity and peak data rate numbers directly when compared to 960 kHz SCS.
To illustrate the advantage of higher bandwidth the UE throughput was evaluated for Indoor hotspot deployments for various bandwidths —100 MHz, 400 MHz, 800 MHz and 2160 MHz—and different carrier frequencies 28 GHz, 60 GHz and 82 GHz [7]. For all these deployment scenarios, the sector and cell edge spectral efficiency were compared for both a 40 dBm EIRP limit and a 52 dBm EIRP limits, and are captured in Figure 13 below. When interpolating the UE throughput based on Figure 13 (assuming no carrier aggregation), it can be noted that in the scenarios such as Indoor Hotspot, 960 kHz SCS improves the UE throughput by almost 32% when compared to 480 kHz SCS.
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[bookmark: _Ref53399342]Figure 13. UE throughput (mean, cell edge).

MIMO/TAE, multi-TRP deployments and UL timing accuracy
CP length and delays spread issue was discussed in Section 2.4. Based on the findings, it can be noted that from CP/delay spread point of view, 960 kHz SCS is a feasible option for the considered scenarios. On top of that, there have been worries related to MIMO/TAE, multi-TRP deployments and the UL timing accuracy. 
Related to MIMO/TAE, we support the proposal to send an LS to RAN4 on updating the MIMO TAE minimum requirements. Assume that hybrid beamforming is commonly used for the system, 2-port MIMO implementation is the most reasonable assumption. The MIMO TAE requirement should be specified with the consideration of the implementation/deployment scenarios. Regarding to multi-TRP operation, though it is assumed that the PDSCH from the different TRPs are received within a CP for FR1, there is still a discussion of supporting non-synchronous scenario. In addition, for higher frequency, UE receives the PDSCH from multiple TRP by different panels, and further relaxation of the timing requirement between TRPs can be considered. It can also be noted that the scenario with excessive delay spread/relative delay are often coverage limited. In these scenarios narrowband operation based on 120 kHz SCS may be a more reasonable choise anyway. 
Proposal 12: Send an LS to RAN4 on updating the MIMO TAE minimum requirements.

Another related issue the UL timing accuracy. There have been worries that UL timing accuracy is not sufficient in the scenarios where UL BWP is configured with a high SCS (such as 960 kHz SCS). We discuss this issue with details in Section 3.1. 
· RRC connected UEs: TRS can be configured to support the sufficient uplink timing accuracy
· RRC idle UEs: We propose two alternative solutions for obtaining the sufficient timing accuracy:
1. Introduce 960 kHz SCS for SSB
2. Use an RS available also for IDLE mode UEs like DMRS of CORESET#0 in occasions configured for Type0-PDCCH monitoring.   

Based on the discussion above, there seems to be no timing -related showstoppers for introducing a high SCS, such as 960 kHz SCS for 60 GHz scenario. 
Initial access: SSB and CORESET#0
SSB Subcarrier Spacing
The following agreements were made in RAN1#102-e [8]:
RAN1 at least considers the following aspects for determination of supported SSB subcarrier spacing
· Detection performance of SSB (including PSS, SSS, PBCH DMRS, and PBCH) and SSB coverage requirement
· Impact on initial cell search complexity due to frequency errors (e.g. carrier frequency offset, Doppler shift, etc)
· Timing detection accuracy and its relation to uplink transmission accuracy
· Signaling design for supporting different subcarrier spacing for SSB and CORESET#0 (if supported)
· Multi-TRP delay considerations
· Consideration of SSB-based RRM/RLM and beam management if the SSB SCS is significantly different from that of the active BWP (e.g., switching gap, scheduling constraint, etc.)

SSB consists of PSS, SSS and PBCH as described in Figure 14. PSS and SSS sequences occupy one symbol each while PBCH occupies three symbols of the 4-symbol SSB where in the symbol SSS is allocated PBCH REs are allocated around the SSS. NR defines two subcarrier spacings for the SSB transmission in FR2: 120 kHz (μ = 3) and 240 kHz (μ = 4). 



[bookmark: _Ref53048237]Figure 14 Time-frequency structure of SSB [GPP TS 38.300, Figure 5.2.4-1].

Considering robustness against phase noise it’s noted that PBCH has DMRS in each OFDM symbol where PBCH REs are allocated. Based on that and given the low operating SNR regime it is noted that PBCH using QPSK modulation with the current FR2 numerologies would be robust against phase noise as illustrated in Section 2.3.2.
[bookmark: _Hlk53744331]Observation 13: PBCH using QPSK has DMRS in each OFDM symbol where PBCH REs are allocated.
Observation 14: PBCH using current FR2 numerologies is robust against phase noise. 
Benefits of reusing FR2 numerologies for both SSB and Type0-PDCCH would be: 1) No CP length reduction and 2) Possibility to reuse FR2 implementation for the initial access
Observation 15: Benefits of reusing FR2 numerologies for both SSB and Type0-PDCCH would be:
· No CP length or coverage reduction
· Possibility to reuse FR2 implementation for the initial access

As discussed in previous chapter it would be very beneficial to introduce 960 kHz SCS for control and data in downlink and uplink. Then, if only the existing numerology was available for the SSB {120 or 240 kHz} and higher SCS like 960 kHz for uplink transmissions there could be initial uplink timing accuracy issue. That is due to not having SSB enough wide allocation in frequency domain to provide required time synchronization accuracy. On the other hand, this is not issue for RRC connected UEs for which TRS can be configured to support the sufficient uplink timing accuracy. 
To solve the potential issue regarding the initial uplink timing accuracy we see two possible options:
1) Introduce 960 kHz SCS for SSB
2) Use an RS available also for IDLE mode UEs like DMRS of CORESET#0 in occasions configured for Type0-PDCCH monitoring.   

[bookmark: _Hlk53744342]Observation 16: To provide enough high time synchronization accuracy for the initial uplink transmission when applying 960 kHz SCS the following options could be considered:
1) Introduce 960 kHz SCS for SSB
2) Use RS available also for IDLE mode UEs like DMRS of CORESET#0 in occasions configured for Type0-PDCCH monitoring.   

Proposal 13: Regarding SSB numerologies: 1) Support existing SSB numerologies and 2) support 960 kHz SCS for SSB or provide UE with additional RS available in IDLE mode to provide sufficient time synchronization accuracy to operate mixed SCS scenario of 240kHz SSB and 960 kHz SCS uplink control and data.

SSB pattern
The following agreements were made in RAN1#102-e [8]:
· Study whether or not different SSB patterns should be supported for licensed and unlicensed bands.
· For each licensed and unlicensed band, if issues are identified for reuse of existing SSB, consider at least the following aspects for SSB
· Beam switching gap between SSB(s) and between SSB and other signal(s)/channel(s)
· SSB pattern in time domain
· [bookmark: _Hlk52538849]Whether or not it is needed to define a transmission window (such as DRS window), and if needed, number of SSB transmission opportunities within a transmission window

3GPP TS 38.213, Section 4.1, defines time domain mapping of SSBs to slots within a 5 ms half-frame. In FR2, up to 64 SSB positions are provided within the half-frame for both 120 and 240 kHz SSB numerologies. Figure 15 illustrates SSB mapping using 120 or 240 kHz SCS to two slots defined by 120 kHz numerology. 
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[bookmark: _Ref33001176]Figure 15 Time domain mapping of SSBs to slots (shown two slots of 120 kHz numerology).
As WID states, up to 64 SSB are considered and thus it can be observed that FR2 SSB time domain mapping pattern of SSBs can be reused also at above 52.6 GHz if the FR2 SSB numerologies are used. 
[bookmark: _Hlk47679900][bookmark: _Hlk53744359]Observation 17: FR2 SSB time domain mapping pattern of SSBs can be reused above 52.6 GHz if the FR2 SSB numerologies are used.
Furthermore, it was left for further study that whether or not it is needed to define a transmission window (such as DRS window), and if needed, number of SSB transmission opportunities within a transmission window. It’s still open whether or not LBT would be used for SSB transmissions. If LBT was used for the SSB, it would make sense to provide multiple SSB transmission opportunities for the same beam in the DRS window against LBT failures. As a starting point we consider the following options:
1) Max number of SSB positions remains 64 while some of the positions (e.g. last N positions) can be used as a back-up positions for the SSBs which were not transmitted due to LBT failure. The maximum number of SSB beams would be 64-N. There can be further sub-options as follows:
a. Back-up positions could be used in cyclic manner as in Rel. 16 NR-U.
b. gNB could select certain SSB (not transmitted in the original SSB position) to be transmitted in the back-up position. This case would require that SSB transmitted in the back-up position would indicate the beam index explicitly. 
2) Increase max number of SSB positions beyond 64, e.g. up to 128, and use similar cycling mechanism as in Rel. 16 NR-U. This option would require increasing the SSB index space and signalling from 64 to 128. 

[bookmark: _Hlk53744370]Observation 18: If LBT was used for the SSBs, to provide multiple SSB transmission opportunities for the same beam in the DRS window against LBT failures, two principles could be considered:
1) Max number of SSB positions remains 64 while some of the positions (e.g. last N positions) can be used as a back-up positions for the SSBs which were not transmitted due to LBT failure. The maximum number of SSB beams would be 64-N. There can be further sub-options as follows:
a. Back-up positions could be used in cyclic manner as in Rel. 16 NR-U.
b. gNB could select certain SSB (not transmitted in the original SSB position) to be transmitted in the back-up position. This case would require that SSB transmitted in the back-up position would indicate the beam index explicitly. 
2) Increase max number of SSB positions beyond 64, e.g. up to 128, and use similar cycling mechanism as in Rel. 16 NR-U. This option would require increasing the SSB index space and signalling from 64 to 128. 

In case of higher subcarrier spacing like 960 kHz is applied for the SSB the need for the new SSB patterns needs to be clarified. One question is whether an explicit beam switching gap is needed to be defined e.g. between successive SSB blocks.  
In Rel. 15 RAN4 made impact analysis of the beam switching in [3GPP TR 38.817-02, section 9.10]. In general, the study notes that “in order to prevent the DL performance degradation, the switching time should be at least less than cyclic prefix (CP) length”. Regarding the beam switching speed the following was noted: 
“The worst-case beam switching time is hence based on the analogue implementation and is estimated as < 100ns.” However, based on our understanding the phase shifters can change state in few ns when using the technology already available today, i.e. in much less than 100ns. Thus, we consider that assumption for the beam switching time is << 70 ns meaning that normal cyclic prefix length of 960 kHz subcarrier spacing is long enough to handle beam switching and no explicit beam switching gap is needed between successive SSB blocks.
Proposal 14: With 960 kHz SCS no explicit beam switching is needed between successive SSB blocks.
  
SSB and Type0-PDCCH/RMSI multiplexing
The following agreements were made in RAN1#102-e [8]:
· For each licensed and unlicensed band, if issues are identified for reuse of all or some of the existing SSB and CORESET#0 multiplexing pattern, consider at least the following aspects for SSB, CORESET#0, and other signal/channel design
· Supported multiplexing pattern type(s) (Pattern 1, 2, and/or 3) for SSB and CORESET#0 multiplexing.
· Multiplexing of other signal/channels (e.g. RMSI, paging, CSI-RS) with SSB
· Configuration of Type0-PDCCH search space set 

SSB and CORESET for Type0-PDCCH multiplexing patterns in FR2 are provided in [3GPP TS 38.213, Section 13]. Three different patterns (1, 2, 3) are defined and supported in FR2, principles illustrated in Figure 16. As can be seen both TDM and FDM multiplexing patterns are supported. Further, in TDM multiplexing (pattern 1) Type0-PDCCH can be configured with time offset of 0, 2.5, 5 or 7.5 ms relative to SFN boundary. In multiplexing patterns 2 and 3 Type0-PDCCH monitoring occasion is always in the same or previous slot where associated SSB is located. 
[image: ]
[bookmark: _Ref31289169]Figure 16 SSB and CORESET for Type0-PDCCH multiplexing patterns.

The following subcarrier spacing combinations are supported in FR2 for (SSS, Type0-PDCCH):
· (SSB, Type0-PDCCH): (120, 60) kHz
· Applicable patterns: 1, 2
· (SSB, Type0-PDCCH): (120, 120) kHz
· Applicable patterns: 1, 3
· (SSB, Type0-PDCCH): (240, 60) kHz
· Applicable patterns: 1
· (SSB, Type0-PDCCH): (240, 120) kHz
· Applicable patterns: 1, 2

It’s considered that existing FR2 SSB and Type0-PDCCH multiplexing patterns can be reused above 52.6 GHz as well due to:
· existing support for both TDM and FDM multiplexing for SSB and Type0-PDCCH
· existing support for the single and mixed numerology for SSB and Type0-PDCCH.

For instance, introducing 960 kHz SCS also for the SSB, the multiplexing patterns 1 and 3 could be used assuming also 960 kHz for other signals and channels.
[bookmark: _Hlk47679931]Observation 19: Existing FR2 SSB and Type0-PDCCH multiplexing patterns are a good starting point for above 52.6 GHz operation. 
[bookmark: _Hlk47679940]Initial access: PRACH
RAN1 #102-e made the following agreements:
Consider the at least following aspects for PRACH design of NR operating in 52.6 GHz to 71 GHz
· PRACH coverage requirements 
· applicable PRACH Sequence length(s) and subcarrier spacing(s) for PRACH, including any impact on PRACH coverage and capacity from the applicable sequence length(s).
· RACH RO configurations with new SCS (if new SCS is supported)
· LBT gap between RACH occasions (RO)
Consider at least the following aspects for uplink transmission
•	Study of potential enhancements for PUSCH/PUCCH/PRACH transmissions to achieve higher transmit power (when transmit power spectral density limits apply), if needed

PRACH coverage requirements
Range requirements for NR above 52.6 GHz are as follows [2, Table 6-2]:
	
	Target range (m)
	Availability (%)
	Connectivity

	Backhaul/fronthaul
	< 500-3000 m
	99.99 – 99.999 %
	P-to-P

	Outdoor small cell
	< 100 m
	99. 9 – 99.99 %
	P-to-MP

	Indoor hotspot/IoT
	<20 m
	99.9 – 99.9999 %
	P-to-MP

	Personal area network
	< 5 m
	99.9 – 99.99 %
	P-to-P



In NR FR2 short PRACH preamble formats are supported for . They are having a structure where a CP is followed by repetitions of the sequence without CP in between. NR short PRACH preamble formats and corresponding maximum cell radius are illustrated in Table 5 for  (delay spread assumptions same as used in Rel. 15 to calculate cell radius). The maximum cell radius is calculated using the following equation:

where  is cyclic prefix of the PRACH preamble,  is delay spread and  is guard period (applied in formula if non-zero value in Table 5). 
[bookmark: _Ref7445001]Table 5 NR short PRACH preamble formats where 
[image: ]
It can be observed that 960 kHz SCS PRACH can support required range e.g. for indoor scenario. Thus, also from PRACH design point of view 960 kHz SCS can be seen feasible.
[bookmark: _Hlk53744389]Observation 20: 960 kHz SCS for PRACH can support required range for the indoor scenario.
As discussed in previous chapters it would be beneficial to introduce 960 kHz SCS for control and data transmission both in downlink and uplink. It would be also natural to support 960 kHz for PRACH as well to be able to have a single numerology system. 
Proposal 15: Support 960 kHz SCS for PRACH.
PRACH sequence lengths
Rel. 15 FR2 supports only PRACH preamble sequence length of 139. Supported subcarrier spacings for PRACH are 60 and 120 kHz. As shown in Figure 17 achievable EIRP would be at maximum 35 dBm in unlicensed spectrum assuming a regulated PSD limit of 23 dBm/MHz according to CEPT scenarios c1 and c2. 
[image: ]
[bookmark: _Ref31291003]Figure 17 Achievable EIRP for PRACH preamble sequence length 139 with regulated PSD 23 dBm/MHz (CEPT c1 and c2).
On the other hand, Rel. 16 NR-U introduced new PRACH preamble lengths 571 and 1151. Using those new sequence lengths 40 dBm EIRP can be achieved as shown in Figure 18.
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[bookmark: _Ref31356121]Figure 18 Achievable EIRP for PRACH preamble sequence lengths 571 and 1151 with regulated PSD 23 dBm/MHz (CEPT c1 and c2).

[bookmark: _Hlk47679950][bookmark: _Hlk53744410]Observation 21: Introducing longer sequence lengths for short time domain PRACH preambles, e.g. the ones supported in Rel. 16 NR-U (571 and 1151), would allow transmitting device to achieve 40 dBm EIRP maximum in CEPT scenarios c1 and c2.
Furthermore, PRACH capacity is a function of the PRACH sequence length and be calculated as follows:

where  is Zadoff-Chu sequence length and  is cyclic shift offset. Thus, also from PRACH capacity point of view the longer PRACH lengths 571 and 1151 introduced in Rel. 16 NR-U for the short PRACH formats it would make sense to support them in above 52.6 GHz.
Proposal 16: Support PRACH sequence lengths 571 and 1151 for NR above 52.6 GHz. 

LBT gap between RACH occasions (RO)
ROs in the RACH slot are allocated in consecutive manner as shown in Figure 19 for the format A1. 
[image: ]
[bookmark: _Ref53060611]Figure 19 PRACH preamble time domain allocation for the format A1
One way to arrange LBT gap between RACH occasions is to use make every other RO in the PRACH slot valid. However, as can be from Table 5, depending on the selected PRACH format the time domain allocation is different. For instance, for A1 the allocation size is two symbols + CP while for A3 the allocation size is six symbols + CP (longer than in A1). Thus, also the LBT gap length would differ depending on the selected PRACH format. One could then argue that for the PRACH format with longer time domain allocation the probability that some other device would access the medium during LBT gap would be higher than for the PRACH format with shorter time domain allocation if the LBT gap is done using every second RO in the slot for it. Thus, it would be better to define fixed LBT gap between valid ROs that do not depend on the time domain allocation of the PRACH. In that case the LBT gap length would not depend on the used PRACH format. 
[bookmark: _Hlk53744423]Observation 22: It would be better to define fixed LBT gap between valid ROs that do not depend on the time domain allocation of the PRACH. In that case the LBT gap length would not depend on the used PRACH format.

PHY procedures (other than initial access)
This section deals with PHY procedures (other than initial access).

Scheduling and PDCCH monitoring
Processing timelines:
The following agreements related to processing timeline were made in RAN1#102-e:
· Consider at least the following aspects of processing timelines for new SCS (if agreed) that are not currently supported,
· appropriate configuration(s) of k0, k1, k2,
· PDSCH processing time (N1),
· PUSCH preparation time (N2),
· HARQ-ACK multiplexing timeline (N3)
· CSI processing time, Z1, Z2, and Z3, and CSI processing units
· Any potential enhancements to CPU occupation calculation
· Related UE capability(ies) for processing timelines
· minimum guard period between two SRS resources of an SRS resource set for antenna switching
Ideally, minimum processing times would be constant in units of symbols for all SCS. However, the numbers seem to increase with SCS, as shown in Table 5.3-1 and Table 6.4-1 (TS 38.213). With this assumption, there is a need to revisit NR scheduling mechanism. Otherwise, for example, UL/DL ratio may become limited due to excessive PUSCH scheduling delay.
[bookmark: _Hlk47679986][bookmark: _Hlk53744437]Observation 23: Scheduling principle needs to be revisited for the cases with high SCS.
The list of processing timelines agreed in RAN1#102-e is quite comprehensive already. The next step to be carried out as part of the work item is define the actual values for the related processing timeline parameters. In order proceed, RAN#1 shall agree first on the new SCSs to be supported, if any. 
Observation 24: RAN1 shall agree on which new SCS are supported, if any.

PDCCH monitoring enhancements 
The following agreements related to PDCCH monitoring were made in RAN1#102-e:
· Consider at least the following aspects of PDCCH monitoring for a given SCS
· For new SCS, if agreed, that are not supported in Rel-15/16 NR,
· investigate on the maximum number of BDs/CCEs for PDCCH monitoring per time unit
· e.g. slot as Rel-15, or new scheduling/monitoring unit
· any potential limitation to PDCCH monitoring configurations (e.g. search spaces, DCI formats, overbooking/dropping, etc) to help with UE processing, if needed
· e.g. increased minimum PDCCH monitoring unit
· potential enhancements for CORESET, if needed
· related UE capability(ies) for PDCCH processing

The PDCCH monitoring becomes too frequent and too complex when using a high SCS with short slot duration and it consumes too much UE power. This is visible already in FR2 specifications: based on NR Rel. 15, PDCCH monitoring capability reduces quite significantly with increased subcarrier spacing as shown in Figure 20 below (based on TS 38.213 v.15.8.0). ​Further decrease is expected for higher SCSs relevant to scenarios >52.6 GHz.​ Based on this trend, CCEs less than 16 would not allow even one AL16 candidate per slot. This should be the lowest number we could tolerate for 960kHz slot. There is a question whether 16CCE per 960kHz slot -capability is feasible based on shown extrapolation, and power consumption.
[image: ]
[bookmark: _Ref52964019]Figure 20. Maximum number of monitored PDCCH candidates per slot and per serving cell.

[bookmark: _Hlk47679992]Observation 25: For high SCS, such as 960 kHz and above, PDCCH monitoring capabilities, and especially channel estimation capability of number of unique CCEs per slot is expected to reduce below tolerable limit.
PDCCH monitoring frequency could be reduced, however assuming baseline (mandatory NR), to achieve continuous reception in DL, the UE must receive PDCCH in each slot (15.6us for 960 kHz SCS). This is due to limitation on the number of received DL assignment per slot as shown in below excerpt. ​
Excerpt from Feature 3-1
	5) Processing one unicast DCI scheduling DL and one unicast DCI scheduling UL per slot per scheduled CC for FDD
6) Processing one unicast DCI scheduling DL and 2 unicast DCI scheduling UL per slot per scheduled CC for TDD



This restriction could be alleviated with optional Feature 3.5b, which supports up to 7 unicast DCI per PDCCH slot in different monitoring spans, however, to provide continuous scheduling UE must also support another optional feature 5-30(a) of K0>0. In other words, implementation of optional capabilities would be required to reduce PDCCH monitoring. 
In order to improve the situation, scheduling unit size should be increased to achieve PDCCH monitoring rate comparable with lower subcarrier spacing (120 kHz SCS), as shown in Figure 21. This can be achieved e.g. by defining a monitoring unit as 8x14 (=112) OFDM symbols with 960 kHz SCS (i.e. ~0.125 ms)​, and would require:
· Monitoring restriction: restriction to frequent monitoring that could avoid issues with PDCCH monitoring capability & power consumption and;
· Multi-slot scheduling: support for Multi-PDSCH DCI for reaching peak data-rates – already supported for PUSCH in Rel. 16​ or alternatively support of capability similar to 3-5b which enables at most 7 DL assignments per slot.

Monitoring restriction as such can be supported already with the existing PDCCH configuration. However, there is a need to determine the BD/CCE limits based on nominal scheduling/monitoring unit (such as slot according to 120 kHz SCS). And discuss potential restrictions on where within the scheduling unit PDCCH may be present. 
Proposal 17: Increase of the minimum scheduling/ PDCCH monitoring unit to avoid excessive increase in PDCCH monitoring rate and excessive reduction in per-slot monitoring capabilities.
Proposal 18:  Determine BD/CCE limits based on nominal scheduling/monitoring unit​ such as slot of e.g. 120kHz (defined in R15)/240kHz (FFS). 
One more issue related to DL control seems to be operation of DCI format 2_0 in beam based system. In Rel. 15, DCI format 2_0 contained only SFI, and from SFI point of view, UL and DL direction is clearly beam agnostic due to strong self-coupling between different panels. On the other hand, in R16 DCI format 2_0 contains also other information, such as COT or SS-group switching trigger, RB-sets. Any of these pieces of information could become beam dependent. However, support for beam-dependent configurations of DCI format 2_0 is not possible in FR2 currently, UE can be indicated with change of active-TCI, but DCI format 2_0 PDCCH candidates, payload location remains the same and thus cannot be beam specific.  
[bookmark: _Hlk53744457]Observation 26: GC-PDCCH is an essential part of unlicensed system, and there seems to be need to supportbeam-dependent information, particularly if some form of directional LBT is chosen as coexistence mechanism.
Proposal 19: Changes to DCI format 2_0 may be beneficial for at least unlicensed 60GHz NR operation.

Scheduling enhancements 
The following agreements related to scheduling improvements were made in RAN1#102-e:
· Consider at least the following aspects of scheduling for BWP with a given SCS
· Study of frequency domain scheduling enhancements/optimization for PDSCH/PUSCH, if needed
· e.g. potential impact to UL scheduling if frequency domain resource allocation with different granularity than FR1/2 (e.g. sub-PRB, or more than one PRB) is supported
· Study of time domain scheduling enhancements for PDSCH/PUSCH, if needed
· e.g. increasing the minimum time-domain scheduling unit to be larger than one symbol, supporting multi-PDSCH scheduled by one DCI, supporting one TB mapped to multiple slots (i.e., TTI bundling)
· Study potential enhancements or alternatives to the scheduling request mechanism to reduce scheduling latency due to beam sweeping, if needed

Time domain enhancements 
For multi-slot scheduling, we think that Multi-PDSCH DCI is the preferred option for reaching peak data-rates with reasonable PDCCH monitoring burden. One problem of multiple DCIs/slot is that it will increase the DCI overhead quite much (compared to Multi-PDSCH DCI). This will also increase the number of CCEs consumed, which will turn into the increased UE complexity. Moreover, Multi-PUSCH DCI 0_1 design during NR has been straightforward and smooth process.
Proposal 20:  Support Multi-PDSCH DCI for reaching peak data-rates for the cases of high SCSs
· R16 Multi-PUSCH DCI design principle shall be the starting point.

Frequency domain enhancements: 
The number of PRBs to be addressed does not increase with new SCSs (275 PRBs is still the upper limit). On the other hand, there seems to be no reason to introduce sub-PRB allocation for 60 GHz scenario. Based on that, we don’t see any need for enhancements/optimization for frequency domain scheduling. It would require a clear justification, which does not exist at the moment. Therefore, we propose to reuse PRG determination of NR R15 which is FR agnostic.
[bookmark: _Hlk53744471]Observation 27: There seems to be no need to modifying the existing frequency domain resource allocation mechanisms with high SCSs.  
Proposal 21: Reuse NR R15 RBG size determination, which is FR and SCS agnostic.

Enhancements for configured UL resources: 
During RAN1#102-e, the need for improving the SR mechanism and in particular the mechanism for updating the spatial relation for SR was discussed. The concern is that outdated spatial relation results in significantly increased scheduling latency and that spatial relation updating in general may cause considerable control signalling. We see it worth to consider further potential SR enhancements targeting to ensure acceptable scheduling latency with light control signalling. CG-PUSCH can also be used to reduce scheduling latency, and, depending on the enhancements, similar enhancements may be beneficial and applicable also for CG-PUSCH. Hence, it is worth to consider spatial relation update enhancements also for CG-PUSCH. 
Proposal 22: Consider potential enhancements for SR, CG-PUSCH and GC-PDCCH spatial relation updating mechanisms. 
PDCCH coverage
The following was agreed in RAN1#102-e:
· Consider at least the following aspects of PDCCH monitoring for a given SCS
· […]
· potential enhancements for CORESET, if needed
· Consider the study of at least the following aspects, including the justification for the features and their potential benefits, if applicable
· Coverage enhancement mechanisms for control channels and SSB, if larger SCS is supported

While repetitions were introduced for PDSCH, PUSCH and PUCCH in Rel. 15, time domain repetition for PDCCH has not been even considered. However, as shown in Figure 21, with repetition (slot aggregation), the PDCCH coverage can become the bottleneck (higher aggregation level alone does not improve the link budget/coverage). There are two basic solution to balance the PDCCH coverage with the repeated PDSCH. 
· Increased number of symbols available for PDCCH (the 3rd row in Figure 21): This can be done either by defining CORESET with increase length, or by means CORESET repetition (of existing length).
· Mixed numerology between PDCCH and PDSCH (the 4th row in Figure 21): use a lower SCS, such as 120 kHz, for PDCCH. This should be feasible from phase noise point of view and would minimize changes to PDCCH. On the other hand, this is not allowed in Rel. 15/16 NR.
We think that these two solutions need to be studied, and at least one solution for improved PDCCH coverage needs to be supported. 
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[bookmark: _Ref52964970]Figure 21. Scheduling options for 120 kHz and 960 kHz subcarrier spacings.

[bookmark: _Hlk47678740]Proposal 23: Support improved PDCCH coverage for the cases of high SCS.

UL resource allocation and PUCCH 
The following agreements and conclusion related to uplink transmissions were made in RAN1#102-e:
· Study of potential enhancements for PUSCH/PUCCH/PRACH transmissions to achieve higher transmit power (when transmit power spectral density limits apply), if needed
· Study whether uplink interlace needs to be supported for unlicensed operation in 60 GHz band.
· If supported, study uplink PRB and/or sub-PRB based interlace design for PUCCH, PUSCH, and/or SRS.
Conclusion:
The OCB requirement of draft version v2.1.20 of EN 302 567 implies that 
· Device supports one or multiple declared nominal channel bandwidths. 
· For each declared nominal channel bandwidth, RAN1 design should support at least one physical layer signal/channel transmission that occupies at least 70% of the nominal channel bandwidth. 
· FFS: Mapping of nominal channel bandwidth to bandwidth definitions in NR.

In Rel. 16 NR-U, interlaced UL transmission is introduced for NR to provide resource efficient allocation for relatively small data transmission while 1) supporting high UL transmission powers under PSD constraint and 2) fulfilling the occupied bandwidth requirement of 5GHz band.
However, neither of these motivations is valid on 60 GHz unlicensed band: 
· At 5 GHz, transmission bandwidth of 10 MHz is needed to reach e.g. 20 dBm Tx power under 10 dBm/MHz PSD limitation. At 5 GHz, interlaced PUSCH or PUCCH provides resource efficient allocation for high power transmissions under the PSD constraint by comprising multiple clusters of less than 1 MHz BW and at least 1 MHz apart. At 60 GHz unlicensed band, PSD constraint of 23 dBm/MHz can be used in most regions. This means that EIRP of 24.6 dBm and 33.6 dBm is allowed already for single PRB allocation for 120 kHz and 960 kHz SCS, respectively. Hence, 60 GHz band PSD constraint does not require introduction of interlaced allocation. Further, as the PRB is wider than 1 MHz for SCS of 120 kHz and above, interlaced allocation with PRB clusters would not even improve the resource allocation efficiency for high power transmissions under the PSD constraint.  
· Requirement on Occupied Channel Bandwidth (OCB) can be found in ETSI harmonized standard EN 302 567. The meaning of the requirement was discussed in RAN1#102e with the conclusion as captured above. To fulfil the OCB requirement in UL, it is enough that gNB can configure to UE e.g. at least one PUSCH transmission that occupies at least 70% of the nominal channel bandwidth. Hence, interlaced allocation is not needed for fulfilling OCB requirement in 60GHz channel spectrum.
The use of interlaced allocation would just result in a fragmented allocation in frequency without any benefits and would require further standardization and implementation efforts with the design of interlaced allocation for new, higher SCS values. Hence, we don’t see any need to support interlaced allocation on 60 GHz band.
[bookmark: _Hlk47680017]Observation 28: OCB requirement or PSD limitation does not require interlaced UL allocation on 60 GHz unlicensed band.
[bookmark: _Hlk47678746]Proposal 24: No interlaced transmission is defined for 60 GHz unlicensed band.
Semi-static PUCCH repetition is supported already in Rel. 15 NR and may be used, when necessary, to compensate for the coverage loss due to larger SCS and short symbol duration. When considering phase noise, it can be noted that PUCCH uses QPSK and is designed to perform well with low operating SNR. Hence, PUCCH is robust against phase noise.
On other hand, the regulatory limits for maximum PSD needs to be considered for operation on the 60 GHz unlicensed band. For example, PSD limit of 23 dBm/MHz is required in Europe while significantly lower limit of 13 dBm/MHz is required in Korea. In Rel. 15, PUCCH formats 0,1, and 4 are limited to 1 PRB allocation. The maximum EIRP values for 1 PRB allocation is tabulated in Table 6 for different SCS values with 23 dBm/MHz and 13 dBm/MHz PSD limits. As can be seen, the maximum allowed EIRP should be increased by allocating more PRBs for PUCCH, especially in the case of lower SCS values.    
The number of used PRBs can be controlled by configuration for PUCCH formats 2 and 3 and by allocation for PUSCH. However, the number of supported PRBs should be increased at least for PUCCH formats 0 and 1, or the use of PUCCH formats 2 and 3 should be supported for SR only transmission and during initial access, before dedicated PUCCH configuration for 1 or 2 bit payloads.   
[bookmark: _Hlk47678750][bookmark: _Hlk53744485]Observation 29: There is need to enhance PUCCH Format 0 and 1 transmissions to achieve higher transmit power when PSD limits apply.
Proposal 25: Support contiguous multi-PRB allocation for PUCCH format 0 and format 1 or use of PUCCH format 2 and format 3 for SR and before dedicated PUCCH configuration for 1 or 2 bit payloads. 
    
[bookmark: _Ref33693478]Table 6. Maximum EIRP for 1 PRB allocation for 23 dBm/MHz and 13 dBm/MHz PSD limits
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MIMO & Beam Management
DMRS enhancements
The following agreement related to DMRS was made in RAN1#102-e:
· Consider at least the following aspects of DM-RS design for a given SCS
· Channel estimation performance of existing DM-RS design with existing and new SCSs (if any)
· Study whether there is a need of any modification/changes to existing DM-RS design
· Potential modification or introduction of new DM-RS pattern, configuration or indication to aid performance improvement for CP-OFDM and DFT-S OFDM waveforms (if needed)

As discussed in Section 2.3., the demodulation performance of DL PDSCH with different 480 kHz and 960 kHz sub-carrier spacings is mainly degraded by the impact of oscillator phase-noise. As was shown, simple CPE error compensation with 960KHz subcarrier spacings can provide robust performance against phase noise with high MCS (64-QAM). Even though the main focus of the performance evaluations in Section 2.3 is to address the impact of phase noise (i.e. CPE), the results show also that different delay spread values, 10ns and 20ns, have a neglible impact to the demodulation performance of PDSCH with both subcarrier spacing options. Here, Rel-15 DMRS type-1 RE is used. Therefore, it can be concluded that at least existing Rel-15 DMRS type-1 RE-pattern, having finer per port granularity than type-2, is a feasibile solution for 480kHz and 960kHz sub-carrier spacing options of 60GHz band, where support of up to 4APs is more than sufficient.
 
[bookmark: _Hlk53744495]Observation 30: Existing Rel-15 DMRS type-1  is a feasibile solution for 480kHz and 960kHz sub-carrier spacing options.
Regarding to a higher transmission rank (e.g. rank 2) of PDSCH, it can be assumed that robust performance against different delay spread values (e.g. 10ns and 20ns) can be achieved with Rel-15 DMRS type-1 RE-pattern with 480 kHz and 960 kHz sub-carrier spacing options. 
Observation 31: Existing Rel-15 DMRS type-1 is also feasible solution with higher transmission ranks (e.g. rank 2) for 480kHz and 960kHz sub-carrier spacing options.
Proposal 26: Use existing Rel-15 DMRS type-1 for 480 kHz and 960 kHz sub-carrier spacing options. No need to design any new DMRS structure for 480 KHz and 960 sub-carrier options in Rel-17. 

MIMO & Beam management
The following agreements related to MIMO & Beam management were made in RAN1#102-e:
· Consider at least the following aspects in system operations with beams 
· Study of BFR mechanism enhancements, if supported
· e.g., the use of aperiodic CSI-RS for BFR, increased number of RSs for monitoring/candidates and efficient utilization of the increased number of RSs, enhanced reliability to cope with narrower beamwidth
· Study of UE capabilities on beam switch timing in beam management procedure
· Study of enhancements for beam management and corresponding RS(s) in DL and UL are needed further considering at least the following aspects, if supported:
· beam switching time, beam alignment delay (including initial access), LBT failure, and potential coverage loss (if large SCS is supported)
· Study of beam switching gap handling for signals/channels (e.g. CSI-RS, PDSCH, SRS, PUSCH) for higher subcarriers spacing, if supported

In certain unlicensed scenario regulated maximum allowed EIRP limits (e.g. CEPT scenarios c1 and c2 with 40 dBm max EIRP) are such that larger arrays compared to FR2 may not be needed. Thus, beam dimensioning based on FR2 would be enough, e.g. in terms of maximum number of supported SSBs, and beam management procedures developed in Rel. 15 and Rel. 16 are expected to provide a good baseline for unlicensed operation above 52.6 GHz. 
On the other hand, channel access mechanism(s) may have impact on the beam management. Depending on the co-existence scheme, use of periodic reference signals in beam management (e.g. in beam failure detection) may need to be reconsidered. Beam management relies heavily on periodic signals, more specifically on periodic TRS (P-TRS) as QCL source for DL signals and channels. Furthermore, beam failure detection RS and candidate RSs for new beam identification in defined beam failure recovery procedure need to be periodic, and typically failure detection RSs are P-TRSs as being active QCL sources for the PDCCH monitoring in CORESETs. Based on QCL source(s) RS UE prepares channel estimation filters (time and frequency domain estimates like delay spread, doppler spread) and sets its RX beam for the reception of the downlink signals and channels. It can also be noted that in typical deployment the same periodic RSs are used as spatial source for uplink signals and channels, i.e. DL reference signals based on which the UE forms the transmit beam(s) for uplink transmissions. Typical QCL configuration for the downlink signals and channels is provided in Figure 22 (where the RS in the start of the arrow represents the source and the signal in the end of the arrow represents the target).
[image: ]
[bookmark: _Ref44935099]Figure 22 Typical QCL source configuration for the target signals (signals in the end of the arrows).
One problem is that considered channel access mechanism, e.g. LBT, may prevent transmission of P-TRS that is the main QCL source for different signals and channels. Thus, UE may not have up to date QCL source for coming signals/channels to be received (or to be transmitted) and that would impact negatively on the downlink performance but as well the uplink performance. Furthermore, P-TRS must be validated by gNB in sub-7 NR-U, which is inefficient. Thus, it would be beneficial to have a mechanism to be able to transmit P-TRSs dropped due to LBT failure within a period. That could be achieved e.g. by defining a P-TRS burst structure that has multiple opportunities within a certain period. 
[bookmark: _Hlk47680035][bookmark: _Hlk53744505]Observation 32: For P-TRS transmissions in the cell, it would be beneficial to have a mechanism to be able to transmit P-TRSs dropped due to LBT failure.
Regarding the following study topic
· Study of beam switching gap handling for signals/channels (e.g. CSI-RS, PDSCH, SRS, PUSCH) for higher subcarriers spacing, if supported
as we discuss in 3.2 the assumption for the beam switching time is << 70 ns meaning that normal cyclic prefix length of 960 kHz subcarrier spacing is long enough to handle beam switching and no explicit beam switching gap handling is needed in general for the signals and channels for which 960 kHz or lower subcarrier spacing is applied.
Proposal 27: No beam switching gap handling is needed for the signals and channels for which 960 kHz or lower subcarrier spacing is applied. 
At last we discuss about the following agreement
· Study of UE capabilities on beam switch timing in beam management procedure
For PDSCH scheduling UE provides the following capability [3GPP TS 38.306]:
	timeDurationForQCL
Defines minimum number of OFDM symbols required by the UE to perform PDCCH reception and applying spatial QCL information received in DCI for PDSCH processing as described in TS 38.214 [12] clause 5.1.5. UE shall indicate one value of the minimum number of OFDM symbols per each subcarrier spacing of 60kHz and 120kHz.


[bookmark: _Hlk47680043]
As can be seen from the description the UE indicates one value per each subcarrier spacing of 60 and 120 kHz. Correspondingly, if new subcarrier spacing is introduced the UE shall provide timeDurationForQCL for that subcarrier spacing. 
Proposal 28: If new subcarrier spacing is introduced the UE shall provide timeDurationForQCL for that subcarrier spacing.
For A-CSI-RS triggering the UE provides the following capability dependent on the subcarrier spacing [3GPP TS 38.331]:
    beamSwitchTiming                    SEQUENCE {
        scs-60kHz                           ENUMERATED {sym14, sym28, sym48, sym224, sym336}                           OPTIONAL,
        scs-120kHz                          ENUMERATED {sym14, sym28, sym48, sym224, sym336}                           OPTIONAL

Similarly, if new subcarrier spacing is introduced the UE shall provide beamSwitchTiming for that subcarrier spacing.
Proposal 29: If new subcarrier spacing is introduced the UE shall provide beamSwitchTiming for the A-CSI-RS triggering for that subcarrier spacing.
[bookmark: _Hlk47680052]
Achievable Transmit Power
Practically achievable maximum transmit power for NR on 52.6-71 GHz depends on the number of practical implementation imperfections while also ensuring that number of different requirements like out of band spectrum emission mask (SEM), occupied bandwidth (OBW), modulation quality measured in terms of EVM (Error Vector Magnitude) and in-band emissions (IBE). We have performed RAN4 type of MPR (Maximum Power Reduction) simulations for a Power class 3 UE (max. 23 dBm transmission power) using practical PA model to analyse how much the maximum UE Tx power may need to be reduced for meeting these different requirements and which of the requirement is the limiting factor for the achievable UE Tx power.  
As NR on 52.6 – 71 GHz may operate either on unlicensed and licensed bands, the simulations are conducted for both using the unlicensed and licensed band spectrum emission masks. For the unlicensed band simulations the out of band emission mask requirements in [4] are used. For the licensed band simulations we have utilized the FR2 SEM and ACLR requirements in TS38.101-2. In all the simulations the FR2 UE in-band emission, OBW and EVM requirements in TS38.101-2 are used. Also we have used similar IQ-Image and LO leakage impairments as currently allowed for FR2 UEs in TS38.101-2. 
In Figure 23 spectrum emission masks for the unlicensed and licensed band (based on FR2) are compared. With red solid line, spectrum emission mask for licensed operation is shown. In addition, the black lines illustrate the spectrum emission masks for unlicensed operation, according to [4], in two different scenarios. The solid lines (blue for the TX output spectrum and black for the mask) show one RB edge scenario and the dashed lines (again blue for the TX output spectrum and black for the mask) show the full allocation scenario in the channel. Based on this comparison, it can be seen that the unlicensed spectrum can be either more or less limiting than the licensed operation spectrum emission mask, depending on the power spectral density of the transmitted allocation.
[image: ]
[bookmark: _Ref40103013]Figure 23: Comparison of spectrum emission requirements for the unlicensed band [4] and licensed band using FR2 assumptions.
In the simulations we have analysed what is limiting factor for the achievable transmit power; SEM, EVM, IBE or EVM for the achievable Tx power i.e. which one of the requirements defines how much MPR (Maximum Power Reduction) is needed. The actual needed MPR values are also evaluated for the each simulation case. In our simulations the results for the unlicensed and licensed band are very similar both for the required MPR and what is the limiting (gating) factor for the MPR performances. As an example, in Figure 24 of similar performance we have presented the MPR simulation results for the unlicensed and licensed band operations using the CP-OFDM and DFT-s-OFDM waveforms with 64QAM modulation and 400 MHz bandwidth and 120 kHz SCS. In the figures LCRB indicates the allocation width in the number of resources blocks and the RBstart indicates the lowest RB index of transmitted resource blocks.
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[bookmark: _Ref40104880]Figure 24: MPR performance comparison for the unlicensed and licensed band for CP-OFDM and DFT-s-OFDM waveforms with 64QAM modulation and 400 MHz BW and 120 kHz SCS

Next we present examples for the simulation results evaluating which requirement is the limiting factor for QPSK, 16QAM and 64QAM using 800 MHz bandwidth and 960 kHz subcarrier spacing, which is more robust SCS against phase noise than 120 kHz SCS used in the first results. Also other bandwidths and SCSs were simulated and also in the simulation results similar tendencies for the limiting requirement were observed.  Both CP-OFDM and DFT-s-OFDM are evaluated using the licensed band SEM limits. From these results we can see that for CP-OFDM EVM is the limiting factor for MPR performance in most cases. For DFT-s-OFDM in-band emission and occupied bandwidth is limiting the maximum output power with lower order modulations like QPSK but with higher order modulations also for DFT-s-OFDM EVM is mostly limiting the achievable maximum transmit power. In some cases also in-band emission limits are limiting the performance.
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Figure 25: Evaluations of limiting factors for the achievable maximum transmit power with different modulations with 800 MHz and 960 kHz SCS

[bookmark: _Hlk47680065]Observation 33: Based on our MPR (Maximum power reduction) simulations modulation quality (EVM) is often the limiting for the achievable maximum transmit for NR from 52.6 GHz to 71 GHz. 
As discussed in the earlier sections, phase noise is limiting link performance especially with higher order modulations. These MPR simulation results show that the achievable maximum transmit power is often limited by the EVM performance especially with the higher order modulations. Also, phase noise is a significant contributor to EVM. In order to avoid further coverage reductions due to poor phase noise performance and large MPR for meeting the EVM requirements, it would be important to design NR from 52.6 GHz to 71 GHz so that phase noise degradations in link performance can be minimized.
Conclusion
In this contribution we have discussed the required changes to NR using existing DL/UL NR waveform to support operation between 52.6 GHz and 71 GHz. Based on the discussion and the simulation results we make the following observations and proposals:
Observations:
Observation 1: Considering outdoor deployment scenario, and close to zero specification effort, it seems that subcarrier spacing (µ=3) for physical data channels is valid option for 60 GHz scenario.
Observation 2: Considering indoor deployment scenario from specification effort, coexistence with WiGig, low delay spread, and low implementation complexity, it seems that only one additional subcarrier spacing, particularly value of (µ=6) for physical data channels would be sufficient for 60 GHz scenario.
Observation 3: For given bandwidth, 960 kHz SCS supports considerably smaller number of component carriers (CC) compared to 480 kHz SCS. Reduced number of CCs allows for smaller system complexity, smaller system overhead and better RF efficiency (e.g. lower MPR).  
Observation 4: For 960 kHz SCS, 64QAM provides robust performance already with a simple CPE compensation while 480 kHz SCS suffers from a major performance degradation due to phase noise.
Observation 5: Both 960 kHz SCS and 480 kHz SCS provide robust performance with ICI compensation. However, for a wideband scenario (which is the main use case for a high SCS), 960 kHz SCS provides up-to 0.8 dB gain compared to 480 kHz SCS.
Observation 6: OFDM with CPE compensation
· Only QPSK and 16-QAM can be supported with SCS<960 kHz.
· 64-QAM requires SCS=960 kHz with reasonable performance.
· Delay spread 5 or 10ns does not have big impact on the result, except that 1920kHz SCS suffers some performance loss for 10ns, which may be due to the too small CP size.
Observation 7: ICI cancellation enables 120kHz SCS for at least up to 64-QAM.
Observation 8: For ICI compensation, two approaches are discussed,
· Enhanced PT-RS design (e.g. localized/block PT-RS)
· Implementation-based method (e.g. data-aided direct filtering.)
Observation 9: DFT-s-OFDM is more robust under phase noise than CP-OFDM, and can enable use of smaller SCS with significantly smaller PTRS overhead. Even 120kHz can be supported for 64-QAM.
Observation 10: New PTRS configurations for DFT-s-OFDM can provide significant performance improvements for higher-order modulations with smaller SCSs.
Observation 11. Normal CP seems to be enough for the considered channels.
Observation 12: Due to phase noise, Rank-2 SU-MIMO for DFT-s-OFDM is significantly better than rank-1 transmission in achieving good throughput with reasonable coverage.
Observation 13: PBCH using QPSK has DMRS in each OFDM symbol where PBCH REs are allocated.
Observation 14: PBCH using current FR2 numerologies is robust against phase noise. 
Observation 15: Benefits of reusing FR2 numerologies for both SSB and Type0-PDCCH would be:
· No CP length or coverage reduction
· Possibility to reuse FR2 implementation for the initial access
Observation 16: To provide enough high time synchronization accuracy for the initial uplink transmission when applying 960 kHz SCS the following options could be considered:
1)  Introduce 960 kHz SCS for SSB
2)  Use RS available also for IDLE mode UEs like DMRS of CORESET#0 in occasions configured for Type0-PDCCH  monitoring.   
Observation 17: FR2 SSB time domain mapping pattern of SSBs can be reused above 52.6 GHz if the FR2 SSB numerologies are used.
Observation 18: If LBT was used for the SSBs, to provide multiple SSB transmission opportunities for the same beam in the DRS window against LBT failures, two principles could be considered:
1) Max number of SSB positions remains 64 while some of the positions (e.g. last N positions) can be used as a back-up positions for the SSBs which were not transmitted due to LBT failure. The maximum number of SSB beams would be 64-N. There can be further sub-options as follows:
a. Back-up positions could be used in cyclic manner as in Rel. 16 NR-U.
b. gNB could select certain SSB (not transmitted in the original SSB position) to be transmitted in the back-up position. This case would require that SSB transmitted in the back-up position would indicate the beam index explicitly. 
2) Increase max number of SSB positions beyond 64, e.g. up to 128, and use similar cycling mechanism as in Rel. 16 NR-U. This option would require increasing the SSB index space and signalling from 64 to 128. 
Observation 19: Existing FR2 SSB and Type0-PDCCH multiplexing patterns are a good starting point for above 52.6 GHz operation. 
Observation 20: 960 kHz SCS for PRACH can support required range for the indoor scenario.
Observation 21: Introducing longer sequence lengths for short time domain PRACH preambles, e.g. the ones supported in Rel. 16 NR-U (571 and 1151), would allow transmitting device to achieve 40 dBm EIRP maximum in CEPT scenarios c1 and c2.
Observation 22: It would be better to define fixed LBT gap between valid ROs that do not depend on the time domain allocation of the PRACH. In that case the LBT gap length would not depend on the used PRACH format.
Observation 23: Scheduling principle needs to be revisited for the cases with high SCS.
Observation 24: RAN1 shall agree on which new SCS are supported, if any.
Observation 25: For high SCS, such as 960 kHz and above, PDCCH monitoring capabilities, and especially channel estimation capability of number of unique CCEs per slot is expected to reduce below tolerable limit.
Observation 26: GC-PDCCH is an essential part of unlicensed system, and there seems to be need to support beam-dependent information, particularly if some form of directional LBT is chosen as coexistence mechanism.
Observation 27: There seems to be no need to modifying the existing frequency domain resource allocation mechanisms with high SCSs.  
Observation 28: OCB requirement or PSD limitation does not require interlaced UL allocation on 60 GHz unlicensed band.
Observation 29: There is need to enhance PUCCH Format 0 and 1 transmissions to achieve higher transmit power when PSD limits apply.
Observation 30: Existing Rel-15 DMRS type-1 is a feasible solution for 480kHz and 960kHz sub-carrier spacing options.
Observation 31: Existing Rel-15 DMRS type-1 is also feasible solution with higher transmission ranks (e.g. rank 2) for 480kHz and 960kHz sub-carrier spacing options.
Observation 32: For P-TRS transmissions in the cell, it would be beneficial to have a mechanism to be able to transmit P-TRSs dropped due to LBT failure.
Observation 33: Based on our MPR (Maximum power reduction) simulations modulation quality (EVM) is often the limiting for the achievable maximum transmit for NR from 52.6 GHz to 71 GHz. 

Proposals:
Proposal 1: Define channelization according to 2.16 GHz CBW, which is preferred from coexistence point of view.
Proposal 2: Support sub-channelization for 2.16 GHz channels to facilitate smooth coexistence for narrowband operation.
Proposal 3: For operation without CA, support two CBWs: 400 MHz (120 kHz SCS) and 2.16 GHz (960 kHz SCS).
Proposal 4: Support CA within a 2.16 GHz channel, and between 2.16 GHz channels.
Proposal 5: Consider n x 400 MHz, n=[2, 3, 4, 5] as the supported channel BW options for​ CA operation within a 2.16 GHz channel. 
Proposal 6: Support 960kHz for CP-OFDM to enable use of high-order modulations with low complexity CPE compensation.
Proposal 7: Support ICI compensation for NR beyond 52.6GHz, and study and compare different ICI compensation schemes with respect to performance as well as implementation complexity.
Proposal 8: Support 960kHz SCS for DFT-s-OFDM to robustly enable all MCSs.
Proposal 9: Consider defining new PTRS configurations for DFT-s-OFDM.
Proposal 10: Prioritize NCP in 60 GHz studies. ECP can be considered later, if needed.
Proposal 11: Consider supporting rank-2 SU-MIMO for DFT-s-OFDM in 60GHz band.
Proposal 12: Send an LS to RAN4 on updating the MIMO TAE minimum requirements.
Proposal 13: Regarding SSB numerologies: 1) Support existing SSB numerologies and 2) support 960 kHz SCS for SSB or provide UE with additional RS available in IDLE mode to provide sufficient time synchronization accuracy to operate mixed SCS scenario of 240kHz SSB and 960 kHz SCS uplink control and data.
Proposal 14: With 960 kHz SCS no explicit beam switching is needed between successive SSB blocks.
Proposal 15: Support 960 kHz SCS for PRACH.
Proposal 16: Support PRACH sequence lengths 571 and 1151 for NR above 52.6 GHz. 
Proposal 17: Increase of the minimum scheduling/ PDCCH monitoring unit to avoid excessive increase in PDCCH monitoring rate and excessive reduction in per-slot monitoring capabilities.
Proposal 18:  Determine BD/CCE limits based on nominal scheduling/monitoring unit​ such as slot of e.g. 120kHz (defined in R15)/240kHz (FFS). 
Proposal 19: Changes to DCI format 2_0 may be beneficial for at least unlicensed 60GHz NR operation.
Proposal 20:  Support Multi-PDSCH DCI for reaching peak data-rates for the cases of high SCSs
· R16 Multi-PUSCH DCI design principle shall be the starting point.
Proposal 21: Reuse NR R15 RBG size determination, which is FR and SCS agnostic.
Proposal 22: Consider potential enhancements for SR, CG-PUSCH and GC-PDCCH spatial relation updating mechanisms. 
Proposal 23: Support improved PDCCH coverage for the cases of high SCS.
Proposal 24: No interlaced transmission is defined for 60 GHz unlicensed band.
Proposal 25: Support contiguous multi-PRB allocation for PUCCH format 0 and format 1 or use of PUCCH format 2 and format 3 for SR and before dedicated PUCCH configuration for 1 or 2 bit payloads. 
Proposal 26: Use existing Rel-15 DMRS type-1 for 480 kHz and 960 kHz sub-carrier spacing options. No need to design any new DMRS structure for 480 kHz and 960 sub-carrier options in Rel-17. 
Proposal 27: No beam switching gap handling is needed for the signals and channels for which 960 kHz or lower subcarrier spacing is applied. 
Proposal 28: If new subcarrier spacing is introduced the UE shall provide timeDurationForQCL for that subcarrier spacing.
Proposal 29: If new subcarrier spacing is introduced the UE shall provide beamSwitchTiming for the A-CSI-RS triggering for that subcarrier spacing.
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Appendix 1: Simulation assumptions
Simulation parameters shown inare summarized in Table 7.
[bookmark: _Ref47608895]Table 7. Simulation parameters
	Carrier frequency
	60GHz

	Subcarrier spacings
	120/240/480/960/1920 kHz

	Bandwidths
	400 MHz, 2 GHz

	Number of PRBs
	For 400 MHz:
- 256 (120 kHz),
- 128 (240 kHz),
- 64 (480 kHz),
- 32 (960 kHz),
-
For 2000 MHz:
- 160 (960 kHz),
- 80 (1920 kHz),


	Waveforms
	CP-OFDM (downlink and uplink)
DFT-s-OFDM (uplink)

	Cyclic prefix
	Normal

	Channel model
	TDL-A 5ns, 10ns, 20ns
CDL-B 50ns
CDL-D 30ns, k-factor 10dB

	Antenna configuration
	TDL-A 2x2
For CDL model:
Configuration 1:
- (Mg,Ng,M,N,P) = (1,1,8,16,2) BS with (0.5 dv, 0.5 dH)
- (Mg,Ng,M,N,P) = (1,1,4,4,2) UE with (0.5 dv, 0.5 dH)

	Mobility
	3kmh

	gNB TRP PN Model
	3GPP TR38.803 example 2 BS PN profile

	UE PN model
	3GPP TR38.803 example 2 UE PN profile

	PA model
	No

	EVM
	No

	I/Q imbalance
	No

	Frequency offset
	No

	Channel Estimation	
	Realistic

	Transmission Rank
	Rank 1

wideband precoding (unit precoding)

	PDSCH SLIV
	Downlink (S=2, L=12)
Uplink (S=0, L=14)

Note: Starting symbol, S, (indexed from 0) and length, L.

	DMRS Configuration
	1 DMRS symbol (front loaded), 
or 2 DMRS symbols at (2,11) symbol index (Figure 10)

	PTRS Configuration
	For CP-OFDM:
Rel. 15 (K = 4, L = 1)

Note: PTRS per K number of PRBs, and PTRS every L number of OFDM symbols

For DFT-s-OFDM:
(Ng = 2, Ns = 2, L = 1)
(Ng = 2, Ns = 4, L = 1)
(Ng = 4, Ns = 2, L = 1)
(Ng = 4, Ns = 4, L = 1)
(Ng = 8, Ns = 4, L = 1)

DFT-s-OFDM configuration chosen to have similar overhead with OFDM


	MCS/TBS
	From MCS Table 1 (TS38.214):
- MCS 7 (QPSK),
- MCS 16 (16QAM),
- MCS 22 (64QAM),




Phase noise models from Section 6.1.11 of TR 38.803 are used, which assume different models for BS and UE. These models support by definition the 20dB per decade scaling of the PSD as a function of carrier frequency. Figure 26 shows the PSD of the models for 60GHz carrier frequency.
[image: ]
[bookmark: _Ref35324275][bookmark: _Ref35324271]Figure 26 PSD of the PN models in 60GHz carrier frequency.
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