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1 Introduction
In the prevous RAN1 meeting, several agreements were maded with regards to simulation assumptions for evaluation of accuracy for Rel-17. In this document we provide evaluation results for accuracy and analysis for End-To-End latency. 
2 Accuracy Evaluation
The system level simulations for positioning were conducted based on the agreed simulations Assumptions in [1].  
2.1 Processing Steps of the Applied Algorithm

2.1.1 Basic Processing Flow
The blocks shown in the below diagram correspond to the main aspects of the applied algorithm with regards to TDOA-based positioning procedures: OTDOA, UTDOA, multi-RTT. 
Perform position estimation
CER/CFR reception, TOA estimation/pruning, outlier rejection
 RS Transmission from each gNB to a specific UE and/or from a UE to the gNB
Fix “good” Tx/Rx Beam pair for each gNB/UE link




2.1.2 TOA Estimation, Pruning & Outlier Rejection
After all TOAs are estimated (e.g., from 18 cell-sites for InF), the TOAs are sorted according to a quality metric, and all the TOAs with a quality metric smaller than a specific threshold are removed while ensuring that at least 4 different cell-sites are used. Following the TOA pruning, an optional Random Sample and Consensus (RANSAC) outlier rejection procedure is applied on the remaining TOAs.  The algorithm starts with a list of randomly selected TOA subsets, among which the one with most TOAs agreeing to its estimate on UE position is determined.  The TOAs showing inconsistent result when examined with the selected TOA subset are deemed unreliable and removed from the TOA list. As the process proceeds in the OTDOA and UTDOA procedures, the reference TOA is then identified as the TOA with the highest quality metric among those remaining in the list.
Run TOA outlier rejection to remove unreliable TOAs  after pruning (Optional)
Sort the TOAs based on a Quality metric, e.g.,:
1. the estimated SINR 
2. median/TOA-peak ratio
3. median/main peak ratio
Prune the TOAs with a quality metric smaller than a threshold, ensuring that 
· At least X different cell-sites are used (e.g., 4) and at least Y different gNBs remain






Identify the reference TOA as the TOA with the highest quality metric, and derive the TDOA vector 


2.2 Baseline Simulation Results for Indoor Factory Scenarios
The simulation results for achievable horizontal accuracy are provided in this section, where TOA pruning based on link quality (LQ) metric is considered as the baseline configuration.  On top of that, we added comparisons to additional cases with RANSAC outlier rejection feature enabled to demonstrates the importance of the capability to exclude NLOS links in positioning engine.  
2.2.1 Scen.1: InF-DH, ISD=20m, FR1, 100MHz, 30kHz SCS, Perfect Timing
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2.2.2 Scen.3: InF-SH, ISD=50m, FR2, 400MHz, 120kHz SCS, Perfect Timing 
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2. Scen.4: InF-DH, ISD=20m, FR2, 400MHz, 120kHz SCS, Perfect Timing
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2. Scen.5: InF-SH, ISD=50m, FR2, 400MHz, 120kHz SCS, Realistic Timing Error
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Observation 1: The IIOT requirement (<20cm accuracy) can be met at 90%, 50%,20%, 7% when T1 = 0, 0.5, 1, 2 ns at both Tx and Rx side in InF-SH FR2 scenario.

2. Scen.6: InF-DH, ISD=20m, FR2, 400MHz, 120kHz SCS, Realistic Timing Error
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[bookmark: _Hlk47698898]Observation 2: The IIOT requirement (<20cm accuracy) can be met at 68%, 27%, 11%, 4% when T1 = 0, 0.5, 1, 2 ns at both Tx and Rx side in InF-DH FR2 scenario.
Observation 3: For InF-SH scenarios, the 0.5ns resolution limit for UE-assisted TDOA and RTT is not enough to meet the 20 cm requirements. 
2. Simulation Results for UMI/UMA Scenarios
2.3.1 Scen. 7: UMI in FR1
In this scenario, we show results for 100 MHz UMI FR1 with the realistic Tx/Rx timing error and/or network sync error according to truncated Gaussian Distribution [-2*T1,2*T1] nsec, as agreed in previous 3GPP RAN1 meetings. Both TDOA and M-RTT results are shown. 
· Baseline link quality based pruning algorithm
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FR1, 100MHz, 30kHz, UMI, RTT & TDOA

· Likelihood fusion based Algorithm
In the next figure, we show RTT results for UMI FR1 at 100 MHz with an advanced algorithm of likelihood fusion and for different Tx/Rx calibration at the UE and the gNBs. 
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In the next figure, we show OTDOA results for UMI FR1 at 100 MHz with an advanced algorithm of likelihood fusion and for different Tx/Rx calibration at the UE and the gNBs. 
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[bookmark: _Hlk47698912]Observation 4: For UMI FR1 scenarios,
· Tx/Rx calibration with T1 = 5 nsec or above shows a noticeable degradation to performance of RTT Positioning when using either a baseline, or an advanced positioning engine algorithm.  
· RTT performance with realistic Tx/Rx calibration errors achieves better performance than TDOA with realistic network sync and Tx/Rx calibration errors. 
2.3.2 Scen. 8: UMI in FR2
In this scenario, we show results for 400 MHz UMI FR2, with the realistic Tx/Rx timing error and/or network sync error according to truncated Gaussian Distribution [-2*T1,2*T1] nsec, as agreed in previous 3GPP RAN1 meetings. Both TDOA and M-RTT results are shown. 
· The gNB sync error follows the previous simulation assumption with T1 = 0, 10, 20, 30, 40 ns.
· The Tx errors, Rx errors at gNB/UE are assumed to be independent and follows with a truncated Gaussian distribution.
· All the results of with calibration errors represent a lower bound for the corresponding scenarios where a UE has multiple panels.

[bookmark: _Hlk47698920]Observations 5: For UMI FR2 scenarios, 
· With gNB sync errors T1 larger than 10ns, OTDOA cannot meet the commercial requirement (1m at 80%).
· OTDOA can meet with commercial requirement with calibration errors T1 smaller or equal to 1ns. RTT can meet the same requirement with calibration errors between T1 = 0.5~1ns(or say smaller or equal to 0.5ns) in comb2.
· OTDOA can meet with commercial requirement with calibration errors T1 smaller than 2ns (or say smaller or equal to 1ns). RTT can meet the same requirement with calibration error smaller than 0.5ns in comb6.  


[image: ]
Figure 1 UMi FR2 400MHz Comb2

	 
	Timing Error Model 
	T1
	50%
	80%
	90%
	95%

	OTDOA
	gNB Sync Error
	00ns
	0.21
	0.41
	0.53
	0.92

	
	
	10ns
	1.94
	3.05
	3.78
	4.77

	
	
	20ns
	3.85
	6.06
	7.34
	9.00

	
	
	30ns
	5.89
	8.83
	10.8
	12.70

	
	
	40ns
	7.53
	11.8
	14.3
	16.40

	RTT
	Tx and Rx calibration error
(Tx = Rx)
	00ns
	0.29
	0.57
	1.00
	1.98

	
	
	0.5ns
	0.33
	0.83
	1.31
	2.07

	
	
	1.0ns
	0.58
	1.18
	1.78
	2.12

	
	
	2.0ns
	1.27
	2.02
	2.70
	3.24

	OTDOA
	Tx and Rx calibration error
(Tx = Rx)
	0.5ns
	0.29
	0.51
	0.70
	0.93

	
	
	1.0ns
	0.42
	0.71
	0.92
	1.25

	
	
	2.0ns
	0.70
	1.10
	1.47
	2.03


Table 3 UMi FR2 400MHz Comb2 horizontal positioning errors with sync errors or Tx/Rx calibration errors
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	Timing Error Model 
	T1
	50%
	80%
	90%
	95%

	OTDOA
	gNB sync error
	00ns
	0.3
	0.67
	1.41
	3.86

	
	
	10ns
	2.64
	4.44
	6.01
	8.61

	
	
	20ns
	5.06
	8.26
	11.7
	16.1

	
	
	30ns
	7.59
	12.5
	16.5
	22.8

	
	
	40ns
	10.2
	17.7
	23.5
	31.1

	RTT
	Tx and Rx calibration error
(Tx = Rx)
	00ns
	0.37
	1.14
	3.2
	10.1

	
	
	0.5ns
	0.53
	1.32
	3.27
	10.01

	
	
	1.0ns
	0.79
	1.63
	3.48
	10.16

	
	
	2.0ns
	1.41
	2.64
	4.52
	10.26

	OTDOA
	Tx and Rx calibration error
(Tx = Rx)
	0.5ns
	0.36
	0.74
	1.36
	3.28

	
	
	1.0ns
	0.50
	0.97
	1.63
	3.36

	
	
	2.0ns
	0.81
	1.50
	2.37
	4.33


Table 4 UMi FR2 400MHz Comb6 horizontal positioning errors with sync errors or Tx/Rx calibration errors


















	 
	OTDOA
	RTT

	
	Rx = 0.0ns
	Rx = 0.5ns
	Rx = 1.0ns
	Rx = 2.0ns
	Rx = 0.0ns
	Rx = 0.5ns
	Rx = 1.0ns
	Rx = 2.0ns

	UMi FR2 400MHz Comb2
	Tx = 0.0ns
	0.42
	0.47
	0.57
	0.85
	0.57
	0.69
	0.99
	1.58

	
	Tx = 0.5ns
	0.48
	0.51
	0.63
	0.86
	0.71
	0.84
	1.06
	1.60

	
	Tx = 1.0ns
	0.57
	0.63
	0.71
	0.92
	0.97
	0.93
	1.16
	1.65

	
	Tx = 2.0ns
	0.89
	0.88
	0.96
	1.10
	1.50
	1.56
	1.61
	2.04

	 
	Rx = 0.0ns
	Rx = 0.5ns
	Rx = 1.0ns
	Rx = 2.0ns
	Rx = 0.0ns
	Rx = 0.5ns
	Rx = 1.0ns
	Rx = 2.0ns

	UMi FR2 400MHz Comb6
	Tx = 0.0ns
	0.66
	0.73
	0.86
	1.16
	1.14
	1.24
	1.44
	2.07

	
	Tx = 0.5ns
	0.74
	0.74
	0.83
	1.16
	1.21
	1.32
	1.51
	2.13

	
	Tx = 1.0ns
	0.81
	0.86
	0.97
	1.25
	1.38
	1.46
	1.63
	2.23

	
	Tx = 2.0ns
	1.13
	1.17
	1.16
	1.50
	2.08
	2.08
	2.21
	2.64


Table 5 80% of horizontal positioning errors across the combinations of Tx/Rx calibration errors with m-RTT and OTDOA
2.3.3 Scen. 9: UMA in FR1 
In this section, we provide an additional scenario for the UMA FR1 case with 100 MHz and OTDOA with perfect network sync. The algorithm first prunes TOAs based on link-quality. Then, it uses a likelihood fusion approach based on the distribution of the OTDOA estimation error to estimate the position. We observe that at the 80%, the achievable horizontal error is at 3 meters.
[image: ]
FR1, 100MHz, 30kHz, UMA, TDOA with perfect sync
2. Simulation Results for InH Scenarios
2.4.1 Scen. 10: InH in FR2
In this scenario, we show results for 400 MHz InH FR2, with the realistic Tx/Rx timing error and/or network sync error according to truncated Gaussian Distribution [-2*T1,2*T1] nsec, as agreed in previous 3GPP RAN1 meetings. Both TDOA and M-RTT results are shown. The algorithm used in this scenario is the link quality based pruning algorithm. 

 
[bookmark: _Hlk47698938]Observations 6: For InH FR2 scenarios
· With gNB sync errors T1 larger than 10ns, OTDOA cannot meet the commercial requirement (1m at 80%).
· RTT has inferior performance compared with OTDOA with calibration errors only in the worst-case model assumptions. (4 independent calibration errors are added per TRP in RTT, compared with 2 independent calibration errors in the RSTD with OTDOA).
· OTDOA can meet commercial requirement with calibration errors T1 smaller than 2ns (or say smaller or equal to 1ns). RTT can meet the same requirement with calibration errors between T1 = 0.5~1ns (or say smaller or equal to 0.5ns).
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	Timing Error Model 
	T1
	50%
	80%
	90%
	95%

	OTDOA
	gNB sync error
	00ns
	0.26
	0.51
	0.82
	1.36

	
	
	10ns
	3.54
	8.86
	15.8
	26.1

	
	
	20ns
	7.67
	17.7
	30.9
	44.2

	
	
	30ns
	11.9
	26
	39.4
	57.3

	
	
	40ns
	16.1
	30.5
	48.9
	62.3

	RTT
	Tx and Rx calibration error
(Tx = Rx)
	00ns
	0.27
	0.44
	0.61
	0.81

	
	
	0.5ns
	0.42
	0.75
	1.03
	1.57

	
	
	1.0ns
	0.73
	1.27
	1.77
	2.30

	
	
	2.0ns
	1.34
	2.33
	3.28
	4.01

	OTDOA
	Tx and Rx calibration error
(Tx = Rx)
	0.5ns
	0.31
	0.61
	1.01
	1.74

	
	
	1.0ns
	0.41
	0.88
	1.48
	2.30

	
	
	2.0ns
	0.77
	1.55
	2.89
	4.86


Table 1 InH FR2 400MHz Comb2 horizontal positioning errors with sync errors or Tx/Rx calibration errors
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	Timing Error Model 
	T1
	50%
	80%
	90%
	95%

	OTDOA
	gNB sync error
	00ns
	0.29
	0.59
	1.04
	1.61

	
	
	10ns
	3.68
	9.91
	18
	31.9

	
	
	20ns
	7.9
	19.9
	32.2
	47.1

	
	
	30ns
	12.9
	28.8
	44.5
	58.1

	
	
	40ns
	16.4
	35.7
	50.2
	65.7

	RTT
	Tx and Rx calibration error
(Tx = Rx)
	00ns
	0.28
	0.49
	0.71
	0.99

	
	
	0.5ns
	0.47
	0.86
	1.38
	2.29

	
	
	1.0ns
	0.77
	1.44
	1.96
	3.20

	
	
	2.0ns
	1.40
	2.50
	3.37
	4.64

	OTDOA
	Tx and Rx calibration error
(Tx = Rx)
	0.5ns
	0.32
	0.66
	1.09
	2.00

	
	
	1.0ns
	0.44
	0.90
	1.58
	2.63

	
	
	2.0ns
	0.76
	1.70
	3.20
	5.14


Table 2 InH FR2 400MHz Comb6 horizontal positioning errors with sync errors or Tx/Rx calibration errors

	 
	OTDOA
	RTT

	
	Rx = 0.0ns
	Rx = 0.5ns
	Rx = 1.0ns
	Rx = 2.0ns
	Rx = 0.0ns
	Rx = 0.5ns
	Rx = 1.0ns
	Rx = 2.0ns

	InH FR2 400MHz Comb2
	Tx = 0.0ns
	0.49
	0.55
	0.68
	1.11
	0.50
	0.66
	1.01
	1.70

	
	Tx = 0.5ns
	0.55
	0.61
	0.73
	1.10
	0.66
	0.75
	1.07
	1.78

	
	Tx = 1.0ns
	0.70
	0.74
	0.88
	1.16
	0.97
	1.03
	1.27
	1.84

	
	Tx = 2.0ns
	1.19
	1.16
	1.22
	1.55
	1.78
	1.82
	1.98
	2.33

	 
	Rx = 0.0ns
	Rx = 0.5ns
	Rx = 1.0ns
	Rx = 2.0ns
	Rx = 0.0ns
	Rx = 0.5ns
	Rx = 1.0ns
	Rx = 2.0ns

	InH FR2 400MHz Comb6
	Tx = 0.0ns
	0.55
	0.61
	0.74
	1.25
	0.58
	0.74
	1.11
	1.95

	
	Tx = 0.5ns
	0.57
	0.66
	0.82
	1.19
	0.75
	0.86
	1.19
	1.95

	
	Tx = 1.0ns
	0.73
	0.88
	0.90
	1.42
	1.10
	1.20
	1.44
	2.05

	
	Tx = 2.0ns
	1.16
	1.22
	1.33
	1.70
	1.86
	1.88
	2.07
	2.50



3 End-To-End Latency Analysis
In RAN1 #101-e, the following agreement was made with regards to End-To-End positioning latency:
	Agreement:
Physical layer latency can be evaluated through analysis and, optionally, numerical evaluation.

Agreement:
Higher layer positioning latency can be evaluated in this SI.
· FFS: how to evaluate higher-layer positioning latency
· FFS: which higher-layers should be included in the evaluation



Figure 6 illustrates the location reporting/signalling paths in the Rel-16 LCS architecture. The blue arrows illustrate the UE measurement/location reporting path to the LMF; the red arrows illustrate the gNB measurement reporting path to the LMF; and the green arrows illustrate the reporting/signalling path from the LMF to the (external) LCS client (via a GMLC in this example). 

The UE reports the location measurements via the serving gNB and AMF to the LMF using LPP. Each gNB/TRP report their measurements via the AMF to the LMF using NRPPa. The LMF may use the UE and gNB measurements to determine the UE location and reports the location via the GMLC to the LCS client.

[image: ]
Figure 6: Location measurement signalling paths.
Using Figure 6, we think that the end-to-end latency should include the following following components:

1. Location Request from LMF to the UE; Tloc request
This includes the time required for the UE to be configured with a location request from the LMF. Please note that we do not consider the capability exchange and the assistance data as part of the required optimization of the end-to-end latency. 
2. UE measurement and processing time; TUE,meas.
This is the UE PRS reception and processing time for N TRPs to determine the desired positioning measurements (e.g., RSTDs or Rx-Tx Time Differences). It may also include the position calculation time in case of UE-based mode.
3. UE reporting time; TUE,report.
The UE reports the position measurements (UE-assisted) or location estimate (UE-based) to the LMF via intermediate network entities. The UE reportig time comprises the signalling delay over the various interfaces: 
a. Signalling between UE and serving gNB (TUEgNB);
b. Signalling between serving gNB and AMF (TgNBAMF);
c. Signalling between AMF and LMF (TAMFLMF).
4. gNB/TRP measurement and processing time; TTRPi,meas.
This is the gNB/TRP SRS reception and processing time for one UE to determine the desired positioning measurements (e.g., RTOA or gNB Rx-Tx Time Differences). In general, N gNBs/TRPs are involved in UL measurements for a single UE.
5. gNB/TRP reporting time; TTRPi,report.
Each gNB/TRP reports the position measurements to the LMF via the AMF. The gNBi/TRPi reporting time comprises the following signalling delays:
a. Signalling between gNB/TRP and AMF (TgNBAMF);
b. Signalling between AMF and LMF (TAMFLMF).
6. LMF calculation and processing time; TLMF,proc.
This is the LMF processing and calculation time (e.g., calculating RTTs from the UE and TRP measurements; calculating the UE location).
7. LMF reporting time; TLMF,report.
The LMF reports the UE location to the LCS client via the AMF and GMLC (for example). The LMF reporting time comprises the signalling delay over the various interfaces:
a. Signalling between LMF and AMF (TLMFAMF);
b. Signalling between AMF and GMLC (TAMFGMLC);
c. Signalling between GMLC and LCS Client (TGMLCClient).

The end-to-end latency for a single location report would then be the sum of the above processing and signalling delays; assuming the gNB/TRP measurements and signalling for N TRPs can occur in parallel:


where
· 
·  
· 
· 

Since the components  are common in the  and the , the end-to-end latency can be written as follows:



As can be seen from the above, we can split the analysis naturally to the PHY-layer latency Analysis (shown in green) which will focus in the  and the high-layer latency (shown in red). 
3.1 PHY-layer latency Analysis
With regards to the PHY-layer latency in the above formula of End-to-End latency, the following component should be considered within the scope of PHY-layer latency analysis:

which includes
· Serving gNB sending a PDSCH that contains the Location Request message: 
· UE measurement/processing and report to the serving gNB as part of PUSCH data: TUE,meas + TUEgNB
· gNB/TRP measurement and processing time for  TTRPi,meas.

It should generally be understood that aspects related to the UE measurement, processing and reporting may be the latency bottleneck in several of the scenarios, so in the rest of this section we focus on these aspects. Specifically, we split the measurement, processing and reporting at the UE in the following components and provide examples of a “best-case” and “typical” latency in NR Rel-16:
	Steps
	“Best-case” Estimate of Duration (msec) in NR Rel-16 
	“Conservative” Estimate of the Duration (msec) in NR Rel-16
	Short Explanation

	Step 1: Serving gNB sends PDSCH that contains the Location Information Request and is successfully decoded in physical layer by the UE
	[1]
	[2]
	“Best-case” corresponds to the case of cap-2 UE with 30 KHz SCS and FDD. 

	Step 2: UE interprets and applies the LPP message (Location Request)
	10
	10
	RRC Processing time are captured in 38.331 Section 12

	Step 3: Request of Location Information  has be received  at the UE. UE transmits in PUSCH an MG-request through an RRC message
	[1]
	[4]
	Transmission of a small package that includes an RRC message with an MG-request could be as low as 1 msec in FDD with SCS 30 KHz and Cap-2. However, for Cap-1 UEs, in TDD, where there can be fewer occasions for PUSCH transmission, it may be required longer period of time for the package to be transmitted through the air interface

	Step 4: Serving gNB successfully decodes and interprets the PHY-layer message that contains the MG-request
	10
	10
	There are no RRC processing times for gNBs in the specification. We assume the same processing time as for the UE which are captured in 38.331 Section 12. 

	Step 5: Serving gNB transmits the RRC configuration of the MG request
	[1]
	[2]
	“Best-case” corresponds to the case of cap-2 UE with 30 KHz SCS and FDD. 

	Step 6: UE receives the message, interprets and applies the MG configuration
	10
	10
	RRC Processing time are captured in 38.331 Section 12.

	Step 7: UE receives at least one occasion of the PRS within the MG.
	20 
	4*160 = 640

	A UE may have applied the MG configuration at the end of a previous MG instance, so the UE would have to way for a whole PRS period (or MG period, which ever is larger). The minimum MGRP in NR rel-16 is 20 msec. So, even if the UE can produce a report using one occasion, the best-case latency would be 20 msec (assuming all required PRS resources are unmuted within the single PRS occasion). 
Typically more than one occasions are needed for accurate measurement (see e.g. RAN4 discussions in NR Rel-16). As an example, we assume that at least 4 occasions are needed and a typical PRS periodicity and MGRP would be of the order of 160 msec. 

	Step 8: UE finishes the processing T-N time after the end of the last PRS occasion where (N,T) is the reported capability of processing N msec of PRS every T
	2
	140
	The highest UE capability in NR Rel-16 is to process 6 msec PRS every 8 msec, (N,T) = (6,8), so, after the end of a PRS occasion that is 6 msec long, a UE requires at least 2 msec of processing before a new PRS occasion is received. A more conservative estimate would be a UE reporting (N,T)=(20,160) msec, in which case a UE may require 140 msec to complete the processing (UE receives 20 msec worth of PRS, and then kick-offs the processing after the end of the PRS, before a new PRS occasion is received). 

	Step 9: UE reports the measurements (potentially performs SRS transmission if needed) and are decoded successfully by the gNB. NAS container is ready to be forwarded to the AMF 
	[2]
	[5]
	Large UL payload needed. Even with cap-2 UE in FDD, 1 msec would not be possible. Note: Does not involve any required time for the gNB processing to have the NAS container ready to be forwarded  to the AMF.

	Total PHY-layer Latency (msec)
	[57]
	[823]
	Latency needed from the time applies the location request up to the decoding of the PUSCH carrying the Positionign report. 


[bookmark: _Hlk47368340]
It should be understood that the latency numbers for the air interface for PUSCH and PDSCH (e.g. Step 1, 3, 7) depend on the numerology and whether it is FR1 or FR2, and whether it is TDD or FDD. However, as it can be seen in the analysis, the current bottlenect of the PHY-layer latency is mainly related to the MG configuration/triggering, PRS periodicity & availability, and the UE processing.  
Observation 7:  The PHY-layer latency in NR Rel-16 Positioning (starting from the transmission of the location request from the serving gNB, up to the succesfull decoding of the PUSCH containing the Positioning report from the serving gNB) ranges in the interval [57-823] msec depending at least in the following factors (the list may not exhaustive):
· UE timeline of UL data transmission (UE PUSCH preparation time)
· UE timeline of DL data transmission (UE PDSCH processing time)
· SR-based or grant-free UL configuration
· Numerology of PUSCH, PDSCH
· FDD or TDD and frame structure configuration
· PRS processing capabilities
· PRS periodicity
· Measurement gap periodicity
· gNB processing assumptions with regards to PUSCH decoding, RRC processing time
· RRC processing time at the UE
Observation 8: With regards to PHY-layer latency analysis, the following components seem to be the most time-consuming:
· Measurement gap Configuration & Triggering of Location-Request
· PRS availability & Alignment (e.g. Periodic PRS with long periodicity) 
· Number/length of PRS instance(s) required to be measured
· UE PRS processing time 
3.2 High-layer latency Analysis
[bookmark: _Hlk47369025]The following components shown as red can be considered as part of the high-layer latency for RAT-dependent positioning:



3GPP specifications deal in great detail with all aspects of radio network connectivity between UE and gNB, but the transport network connection between gNB and 5GC are much less specified making any latency analysis more difficult.  It is generally assumed that such details (e.g. integration between a transport network and a 3GPP radio network) are addressed by each operator in a proprietary manner.

For example, the NG control plane interface (NG-C) is defined between the NG-RAN node and the AMF. The transport network layer is built on IP transport. For the reliable transport of signalling messages, SCTP is added on top of IP (see TS 38.300). The application layer signalling protocol is referred to as NGAP (NG Application Protocol; see TS 38.413) which encapsulates the positioning messages (LPP, NRPPa). The transport of data over NG interface is conventionally known as "backhaul". The "backhaul" latency is made up of several contributions. The first is the physical propagation latency of about 1 microsecond for 200 meters of fiber. The second is the "residence time" in each active network element. Each residence time is composed of packetization time (time for all bits to arrive at line rate; e.g., 1Gbps), processing time (time for memory accesses, to read header fields, to classify packet, lookup forwarding information, etc.), queuing time (the time the packet waits to be transmitted), and depacketization time (time to transmit all bits at line rate). As an example, consider an AMF directly connected to the gNB but 50 km and 10 routers away from the gNB. 50 km of fiber is contributing about 0.25 ms latency. The 10 core routers may contribute 200 micro-seconds each, resulting in an additional 2 milli-seconds. We are thus well below 3 milli-seconds in the best case; if the backhaul or 5GC become congested the numbers will be much greater. We assume an average optimistic latency of 3 ms for the signalling between the network elements:
	Description
	Notation
	Value range (msec)

	gNB/TRP reporting time - Signalling between serving gNB/TRP and AMF
	TgNBAMF
	[3]

	gNB/TRP reporting time - Signalling between AMF and LMF
	TAMFLMF
	[3]

	LMF calculation and processing time
	TLMF,proc
	[1]

	LMF reporting time - Signalling between LMF and AMF
	TLMFAMF
	[3]

	LMF reporting time - Signalling between AMF and GMLC
	TAMFGMLC
	[3]

	LMF reporting time - Signalling between GMLC and LCS Client
	TGMLCClient
	[3]



Physically, the only way to reduce the propagation latencies is to reduce the distance travelled. Reducing the "residence times" in each active network element may generally not be possible; however, reducing the number of network elements involved will obviously reduce the latency. Enabling location server functionality in the RAN is thus considered as the key enabler for latency reduction from "higher-layer perspective". 
Observation 9:  With regards to higher-layer latency analysis, there are a total of 8 “hops” between network elements in the current positioning architecture from the time the LMF sends the location request, to the time a LCS Client receives a positioning estimate. Assuming [3] msec average latency for each hop, and [1] msec of Positioning calculation, the High-layer latency results to [25] msec.
Observation 10: With regards to higher-layer latency analysis, the following components contribute to the signalling latency:
· Physical propagation latency (e.g., about 1 microsecond for 200 meters of fiber);
· "Residence times" in each active network element, comprising packetization time (time for all bits to arrive at line rate; e.g., 1Gbps), processing time (time for memory accesses, to read header fields, to decode an incoming message, lookup forwarding information, encode an outgoing message (e.g. with protocol conversion), etc.), queuing time (the time the message waits to be transmitted or waits to be processed), and transmission time (time to transmit all bits at line rate).
Observation 11: Reducing higher-layer latencies require: 
· Reducing the distances travelled between network nodes;
· Reducing protocol conversions and message encoding and decoding;  and
· Reducing the number of active network elements/routers/switches traversed between source and destination. 
4 Conclusion
In this document, we presented our evaluation results and we make the following observations:
Observation 1: The IIOT requirement (<20cm accuracy) can be met at 90%, 50%,20%, 7% when T1 = 0, 0.5, 1, 2 ns at both Tx and Rx side in InF-SH FR2 scenario.

Observation 2: The IIOT requirement (<20cm accuracy) can be met at 68%, 27%, 11%, 4% when T1 = 0, 0.5, 1, 2 ns at both Tx and Rx side in InF-DH FR2 scenario.
Observation 3: For InF-SH scenarios, the 0.5ns resolution limit for UE-assisted TDOA and RTT is not enough to meet the 20 cm requirements. 
Observation 4: For UMI FR1 scenarios,
· Tx/Rx calibration with T1 = 5 nsec or above shows a noticeable degradation to performance of RTT Positioning when using either a baseline or an advanced positioning engine algorithm.  
· RTT performance with realistic Tx/Rx calibration errors achieves better performance than TDOA with realistic network sync and Tx/Rx calibration errors.

Observations 5: For UMI FR2 scenarios, 
· With gNB sync errors T1 larger than 10ns, OTDOA cannot meet the commercial requirement (1m at 80%).
· OTDOA can meet with commercial requirement with calibration errors T1 smaller or equal to 1ns. RTT can meet the same requirement with calibration errors between T1 = 0.5~1ns(or say smaller or equal to 0.5ns) in comb2.
· OTDOA can meet with commercial requirement with calibration errors T1 smaller than 2ns (or say smaller or equal to 1ns). RTT can meet the same requirement with calibration error smaller than 0.5ns in comb6.  

Observations 6: For InH FR2 scenarios
· With gNB sync errors T1 larger than 10ns, OTDOA cannot meet the commercial requirement (1m at 80%).
· RTT has inferior performance compared with OTDOA with calibration errors only in the worst-case model assumptions. (4 independent calibration errors are added per TRP in RTT, compared with 2 independent calibration errors in the RSTD with OTDOA).
· OTDOA can meet commercial requirement with calibration errors T1 smaller than 2ns (or say smaller or equal to 1ns). RTT can meet the same requirement with calibration errors between T1 = 0.5~1ns (or say smaller or equal to 0.5ns).

Observation 7:  The PHY-layer latency in NR Rel-16 Positioning (starting from the transmission of the location request from the serving gNB, up to the succesfull decoding of the PUSCH containing the Positioning report from the serving gNB) ranges in the interval [57-823] msec depending at least in the following factors (the list may not exhaustive):
· UE timeline of UL data transmission (UE PUSCH preparation time)
· UE timeline of DL data transmission (UE PDSCH processing time)
· SR-based or grant-free UL configuration
· Numerology of PUSCH, PDSCH
· FDD or TDD and frame structure configuration
· PRS processing capabilities
· PRS periodicity
· Measurement gap periodicity
· gNB processing assumptions with regards to PUSCH decoding, RRC processing time
· RRC processing time at the UE
Observation 8: With regards to PHY-layer latency analysis, the following components seem to be the most time-consuming:
· Measurement gap Configuration & Triggering of Location-Request
· PRS availability & Alignment (e.g. Periodic PRS with long periodicity) 
· Number/length of PRS instance(s) required to be measured
· UE PRS processing time 
Observation 9:  With regards to higher-layer latency analysis, there are a total of 8 “hops” between network elements in the current positioning architecture from the time the LMF sends the location request, to the time a LCS Client receives a positioning estimate. Assuming [3] msec average latency for each hop, and [1] msec of Positioning calculation, the High-layer latency results to [25] msec.
Observation 10: With regards to higher-layer latency analysis, the following components contribute to the signalling latency:
· Physical propagation latency (e.g., about 1 microsecond for 200 meters of fiber);
· "Residence times" in each active network element, comprising packetization time (time for all bits to arrive at line rate; e.g., 1Gbps), processing time (time for memory accesses, to read header fields, to decode an incoming message, lookup forwarding information, encode an outgoing message (e.g. with protocol conversion), etc.), queuing time (the time the message waits to be transmitted or waits to be processed), and transmission time (time to transmit all bits at line rate).
Observation 11: Reducing higher-layer latencies require: 
· Reducing the distances travelled between network nodes;
· Reducing protocol conversions and message encoding and decoding;  and
· Reducing the number of active network elements/routers/switches traversed between source and destination. 
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