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Introduction
At RAN#86 the new Study Item on supporting NR from 52.6 GHz to 71 GHz was approved [1]. It was decided to study the feasibility of NR operation in the frequency range using the waveforms already supported in NR Rel-16. However, a successful application of current NR waveforms in such high carrier frequency requires careful selection of the OFDM numerology, which should account for both state-of-the-art hardware impairments and the channel propagation conditions in 52.6–71GHz band. It is also expected that the design of NR signals/channels may require modifications (e.g. to comply with the regulatory requirements [2]), which can have a substantial impact on system performance.
In order to make a reasonably detailed evaluation of the NR performance considering the above-mentioned conditions, both link-level and system-level simulations are required. In this contribution, we discuss the metrics we use to evaluate NR performance in 52.6–71GHz band and propose updates to the link- and system-level simulation assumptions for use in the SI.

System-Level Evaluation Methodology
Discussion on metrics to evaluate
Our system-level evaluations in 52.6–71GHz band are focused on channel propagation conditions and the ability of an OFDM system to operate in those. One challenge for an OFDM system with a large bandwidth and a high carrier frequency is reduced CP length, which may result in an increase of intersymbol interference level. In this section, we discuss the metrics we use to assess intersymbol interference impact on an OFDM system.
RMS delay spread
The common method to indirectly assess intersymbol interference level is to compare a CP length with a channel delay spread statistics at the receiver. The root mean square delay spread can be calculated per each serving link as follows:


 			,
where	Hn	is a complex channel coefficient for each cluster n (also referred as complex channel tap)
	τn	is a cluster delay for each cluster n
	N	is a number of clusters (channel taps) in a channel impulse response (CIR)
The details of complex channel taps generation can be found in [4, Section 7.5].
Please note, that in order to compute the effective delay spread experienced by a receiver, the channel tap magnitude should account for a beamforming applied at both transmitter and receiver. Therefore, the channel tap magnitude should be calculated from the complex channel tap generated at Step 12 of fast fading modelling, not borrowed from a power delay profile generated at Step 6. Please also note, that in the case of Doppler spread modelling the squared magnitude of a channel tap should be averaged over time.
Proposal 1:
· Use root mean square effective channel delay spread at the receiver as a metric for system‑level evaluation of NR in 52.6–71GHz

Intersymbol interference SIR
[bookmark: _Hlk40245702]The more precise way to assess the intersymbol interference impact on OFDM performance is to calculate a signal-to-interference energy ratio over the receiver FFT window. This method allows to set a clear threshold for an acceptable intersymbol interference level (e.g. based on the supported SINR range). Given the ISI threshold and the ISI statistics collected on system level per each serving link for different OFDM numerologies, it is possible to select the numerologies that can support an operation in 52.6–71GHz band based on the clear data. 
[bookmark: _Hlk40251810][bookmark: _Hlk40254107]Given that ISI is independent of the noise and the other types of interference, it is desired to ensure the ISI SIR level is higher than the operating SINR range. We assume QAM64 could be the highest order modulation for NR in 52.6–71GHz given the hardware impairments. Therefore, the ISI SIR should be above 30 dB not to cause a significant performance degradation.
Many links will operate at SINR levels below 30 dB, so keeping the ISI SIR above 30 dB for all the links may be an excessive requirement. Moreover, most of the links which are expected to have lower ISI SIR are NLoS links, which are expected to have low SINR at the same time. Therefore, we think having at least 80% of the links with ISI SIR above the threshold is a reasonable requirement.
The ISI signal-to-interference ratio is the ratio of the current OFDM symbol energy Es collected over the receiver FFT window to the energy of the previous and next OFDM symbol(s) Eintrf collected over the same FFT window:

	

	where,	Hn	is a complex channel coefficient for each cluster n
	tn	is a cluster delay for each cluster n
	t0	is a starting position of the current OFDM symbol selected by the receiver
	tCP	is the cyclic prefix length
	tFFT	is the FFT window length

	

Useful signal (the current OFDM symbol)
	

	

ISI from the previous symbol(s) and the next symbol(s)
	



The formulas above consist of the numerical integration over a channel impulse response (CIR) time shift τ and the sum of CIR taps < | Hn |2 >, which timings tn satisfy the condition below the sum sign. Please note, that the integrands have quantized form since their value changes only when some CIR tap is added to/removed from the sum. Therefore, a non-uniform grid over the time shift τ with the values that correspond to adding/removing of CIR taps from the sum is recommended for precise integration. One more thing to mention is that the time averaging of CIR taps | Hn |2 should be performed only in case of sub‑symbol channel fluctuation modelling (e.g. due to Doppler spread).
Figure 1 illustrates the timings mentioned in the formulas. The blue shaded area corresponds to a cyclic prefix and the grey shaded area is an FFT window. The vertical black bars are the example CIR taps, with the height representing their power. The zero at the axis is a moment of the current OFDM symbol energy arrival to the receiver.
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[bookmark: _Ref47697679]Figure 1. Receiver timing example
It can be seen, that the intersymbol interference SIR for each particular OFDM symbol depends both on the CIR realization and the selection of the t0, tCP and tFFT timings. While tCP and tFFT are tied with the selected OFDM numerology, the choice of the OFDM symbol starting position t0 is left up to the receiver implementation. Although it will not be specified in NR, we think it is worthwhile to discuss some reasonable t0 selection algorithms in order to agree on realistic ISI SIR calculation assumptions.
Proposal 2:
· Use intersymbol interference signal to interference ratio as a metric for system-level evaluation of NR in 52.6–71GHz
· Assume the acceptable intersymbol interference level criteria is having 80% of links with intersymbol of 30dB SIR or higher

Discussion on an OFDM symbol starting position
The common assumption for time domain resynchronization in NR is using matched filters during PSS/SSS, TRS (and potentially other RS) reception. It allows a receiver to detect and update the position of the CIR peak tmax with the resynchronization periodicity. We assume that the resynchronization periodicity is high enough to ensure that CIR change between resynchronizations doesn’t affect peak position tmax and ISI SIR value significantly. We also assume the receiver implementation that adjust an OFDM symbol starting position t0 based on the detected CIR peak position tmax after each resynchronization, i.e. t0 is a function of tmax for each OFDM symbol.
One option is to simply set t0 = tmax. However, in some cases it may increase ISI level. For example, when tmax ≠ 0 (which is common for NLoS CIR after analog beamforming) receiver incurs ISI from both the previous and the next OFDM symbol(s).
Another option is to set t0 = 0. This approach eliminates ISI from the next OFDM symbol(s), however it may reduce the overall SIR given the CIR is longer than the CP length.
The third option is to have a fixed offset t0 = tmax – Δt. It can result in a starting position that minimizes ISI level for a given channel statistics, while still allows a simple implementation. In order to find the proper size of the offset Δt for the deployment scenarios we consider for NR in 52.6–71GHz, we have done some evaluations. Some of the results are provided in Figure 2 and Figure 3 below.
The goal was to determine a single Δt value, which can keep ISI level low in different channel conditions. The evaluation was done for both normal and extended CP. As we proposed above, we have used 20th percentile of ISI SIR CDF as a metric in the evaluation. Different portions of the CP length were tested as a fixed Δt offset (“offset max tap” curves). In addition, the upper bounds on the possible ISI SIR for a given OFDM numerology are added for a reference (“perfect” lines). They correspond to a dynamic Δt adjustment that maximizes ISI SIR for each CIR realization (perfect FFT window position).
As can be seen, the proper selection of Δt is very important for ISI reduction: the difference in the metric can be more than 50 dB given the same OFDM numerology. Another thing is the behavior of the curves is different for different channel models, so no single Δt value can minimize ISI in all cases. It means a reasonable compromise, which provides a fair performance, needs to be found.
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[bookmark: _Ref47697789]Figure 2. Intersymbol interference level as a function of FFT window position (normal CP)
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[bookmark: _Ref47697791]Figure 3. Intersymbol interference level as a function of FFT window position (extended CP)

The figures show that usually-LoS scenarios such as InH and InF-SH always have ISI SIR ≥ 30 dB. So Δt selection can be based solely on the other two scenarios without sacrificing the performance. It is good to ensure as many OFDM numerologies as possible satisfy the acceptable ISI level criteria in UMi and InF-DL. InF-DL curves have an extremum at Δt = 0.4*CP and UMi curves also have good ISI SIR performance at this point. Thinking this way, we propose to assume Δt is set equal to 40% of CP length in a reasonable NR receiver implementation for 52.6–71GHz.
Proposal 3:
· Assume the dynamic FFT window placement based on the 40% CP length offset from the detected CIR peak for intersymbol interference SIR calculation

Updates to Simulation assumptions
Table 1 show agreed system level simulation assumption from RAN1 #101-e meeting. There are several critical FFS aspects to the simulation assumptions that should be resolved. In this section we discuss some of the more critical FFS aspects.
[bookmark: _Ref47697848]Table 1. System level simulation assumptions
	Assumptions
	Value

	Carrier Frequency [GHz]
	60 GHz
Optional: 70 GHz

	Subcarrier Spacing [kHz]
	For 2000MHz BW:
- 960 kHz
- FFS: 120, 240, 480 kHz

For 400MHz BW:
- 120 kHz
- FFS: 240, 480, 960 kHz

Note: Other than value above, companies are encouraged to evaluating using subcarrier spacing values determined to be feasible from LLS study. Values for the subcarrier spacing may be revisited after further investigation from LLS study.

	Bandwidth [MHz]
	2000 MHz
400 MHz (FFS: optional)
Note: Channel bandwidth evaluated may be revisited after further investigation.

	Number of RB
	For 2000 MHz:
- N/A (120 kHz),
- N/A (240 kHz),
- FFS (480 kHz),
- 160 (960 kHz),
- 80 (1920 kHz),

For 400 MHz:
- 256 (120 kHz),
- 128 (240 kHz),
- 64 (480 kHz),
- 32 (960 kHz),
- N/A (1920 kHz)
 
For other channel bandwidths:
- Companies are asked to provide information. Companies are encouraged to utilize linearly scaled PRB sizes for a given bandwidth based on above.

	Deployment Scenario
	Primary scenarios:
- Scenario indoor-A or C (FFS: which scenario is primary)

Secondary scenarios:
- Scenario indoor-C or A (FFS: which scenario is secondary)
- Scenario outdoor-B

Optional:
- other scenarios listed below

Indoor Office:
Scenario Indoor-A) InH open office model:
Office box 120m x 50 m, 12 BS per operator, 2 operator, BS height at 3m (ceiling), UE height 1m, ISD = 20m, BS randomly deployed within 10m x 10m virtual box
FFS: if the office box can be reduced down to 50m x 50m
FFS: minimum distance between BS
[image: ] 

Scenario Indoor-B) small InH open office model:
Office box 20m x 20 m, 1 BS per operator, 2 operator, BS height at 3m (ceiling), UE height 1m, BS randomly deployed within 10m x 10m virtual box
FFS: minimum distance between BS
[image: ] 

Scenario Indoor-C) InH open office model:
Office box 120m x 50 m, 12 BS per operator, 1 operator, BS height at 3m (ceiling), UE height 1m, BS fixed position, ISD = 20m
FFS: if the office box scenario can be reduced down to 50m x 50m
[image: ]
 
Scenario Indoor-D) InH open office model:
Office box 120m x 50 m, 6 BS per operator, 2 operator, BS height at 3m (ceiling), UE height 1m, BS fixed position, ISD = 20m
FFS: if the office box scenario can be reduced down to 50m x 50m


 
Scenario Indoor-E) InH open office model:
Office box 120m x 80 m, 3 BS per operator, 2 operator, BS height at 3m (ceiling), UE height 1m, BS fixed position, a=20m, b=40m, c=20m, and d=40m
[image: image001]
 
Dense Urban:
Scenario Outdoor-A) Dense Urban with 1 layer
Hexagonal grid, single layer, 3 sectors per site, 7 sites locations, BS height 10m, UE height 1.5m, ISD = 150m
FFS: whether ISD needs to be smaller
FFS: Reducing deployment size from 7 sites to 1 site for performance evaluations with both single and two operator scenarios.
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Scenario Outdoor-B) Dense Urban with 2 layers
Macro layer (sub 7GHz – not necessarily need to be simulated for the 60GHz evaluation): 
Hexagonal grid, single layer, 3 sectors per site, 7 sites locations
BS height 25m, UE height 1.5m, ISD = 100m, fixed BS position
Micro layer (above 52.6 GHz):
BS height 10m, UE height 1.5m, 2 operator, 2 BS per hexgrid per operator, random position within macro hexagonal grid per operator, minimum distance between TRP and UE: 10m
FFS: Reducing deployment size from 7 sites to 1 site for performance evaluations with both single and two operator scenarios.
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Scenario Outdoor-C) Dense Urban with 1 layer
Hexagonal grid, single layer, 3 sectors per site, 3 sites locations, BS height 10m, UE height 1.5m, ISD = 150m
 [image: ]

Indoor Factory Hall:
Scenario Factory-A) Indoor factory with Dense cluster & low BS (InF-DL)
Grid, 300m x 150m x 10m factor hall
ISD 50m, BS height 1.5m, UE height 1.5m, Typical clutter size 2m, Clutter height 6m, Clutter density 60%

Scenario Factory-B) Indoor factory with sparse clutter & High BS (InF-SH)
Grid, 300m x 150m x 10m factor hall
ISD 50m, BS height 8m, UE height 1.5m, Typical clutter size 10m, Clutter height 2m, Clutter density 20%

	UE distribution
	Average of 5 or 10 UE per BS
 
UE are either 100% indoor or 100% outdoor depending on deployment scenario.

	Channel Model
	InH open office:
- gNB-to-gNB and gNB-to-UE links: InH – office channel & PL model from TR38.901
- UE-to-UE links: [InH – office channel & PL model from TR38.901]
 
Dense Urban:
- gNB-to-gNB and gNB-to-UE links: UMi street canyon channel & PL model from TR38.901
- UE-to-UE links: [D2D channel & PL model from TR36.843 Section A.2.1.2]
 
Indoor factory:
- gNB-to-gNB and gNB-to-UE links: InF channel & PL model from TR38.901
- UE-to-UE links: [InF channel & PL model from TR38.901]

Note: 3D distance between an gNB and a UE is applied. 3D distance is also used for LOS probability and break point distance.

Note: channel models in brackets, [ ], are working assumption and may be revisited.

	Mobility
	3 km/hr

	BS Antenna Configuration (Mg,Ng,M,N,P)
	For outdoor macro/sectorized scenarios:
(Mg,Ng,M,N,P) = (1,1,8,16,2)
with (0.5 dv, 0.5 dH)

For outdoor micro-layer scenarios:
(Mg,Ng,M,N,P) = (1,3,8,16,2)
with (0.5 dv, 0.5 dH)
Note: 3 Panel single sector gNB with {0,+120,-120} degree boresight orientations. The gNB will only utilize 1 panel at given moment.

For indoor scenarios:
(Mg,Ng,M,N,P) = (1,1,4,8,2)
with (0.5 dv, 0.5 dH)

	BS Antenna Pattern
	For outdoor scenarios:
- Antenna power pattern given in Table 7.3-1 of TR38.901
(with exception of antenna element gain)

For indoor/factory scenarios:
- Antenna power pattern given in Table A.2.1-7 of TR38.802 for ceiling mount
(with exception of antenna element gain)

	BS Antenna element gain
	5 dBi

	UE Antenna Configuration (Mg,Ng,M,N,P)
	Configuration 1:
 (Mg,Ng,M,N,P) = (1,2,2,2,2)
with (0.5 dv, 0.5 dH)

Configuration 2 (optional):
(Mg,Ng,M,N,P) = (1,2,4,4,2)
with (0.5 dv, 0.5 dH)

Note: In both configurations, the 2 panels are back-to-back with panel selection done the at receiver. The UE will only utilize 1 panel at a given moment.

	UE Antenna Pattern
	Antenna power pattern given in Table A.2.1-8 of TR38.802

Note: Companies to provide information about boresight orientation (e.g. random orientation, vertical to ground, parallel to ground, etc)

	UE Antenna element gain
	5 dBi

	BS Power Limitation
	40 dBm EIRP 
Optional: 60 dBm EIRP

Maximum TxP adjusted to meet EIRP limits

	UE Power Limitation
	25 dBm EIRP with 21 dBm max TxP
 
Optional: 40dBm EIRP with 21 dBm max TxP

	BS NF
	7 dB

	UE NF
	10 dB
Optional: 13dB

	Transmission Rank
	Rank adaptative transmission between Rank 1 and 2

	PDCCH Overhead
	2 symbol per slot

	DMRS Overhead
	1 symbol per slot

	CSI-RS Overhead
	Companies to provide information

	SRS Overhead
	Companies to provide information

	Other Overhead
	Companies to provide information

	Data Processing Latency
	UE processing timeline in microseconds are assumed to be same as 120 kHz SCS PDSCH/PUSCH processing latency

Optional:
UE processing timeline in microseconds are assumed to be half of 120 kHz SCS PDSCH/PUSCH processing latency

	TDD DL/UL Ratio
	Companies to provide information (if applicable)

	CSI feedback
	Ideal feedback

	Additive Rx EVM
	Note: additive Rx EVM values may be revisited after LLS study

	Traffic Model
	FTP Model 3 (27Mbyte file)
 
Optional: 
- Full buffer,
- FTP Model 1 (27 Mbyte file),
- FTP Model 3 (0.5, 2, 16 Mbyte file)

	UE Receiver
	MMSE-IRC

	Cell selection criteria
	Random select from strongest RSRP with 1 dB HO Margin

Note: UE with RSRP below a P_threshold are not considered in simulation and counted toward UE distribution count
FFS: value of P_threshold. (including the possibility of negative Inf)

	DL/UL Traffic Ratio
	50% DL, 50% UL
 
Optional:
100% DL, 0% UL,
80% DL, 20% UL
0% DL, 100% UL

	Channel access modelling
	Companies to report details of LBT procedure and parameters (e.g. ED, CWmax, COT, etc.) if LBT procedure is used in the evaluations.

	Synchronization Assumption
	Companies are asked to provide information on the synchronization assumption made between operators for 2 operator deployment scenarios.



Deployment Scenario Priority
One of the important FFS is selection of primary indoor scenario, either A or C. The main difference between the two deployment scenarios are whether we are testing one operator or two operators. Although having evaluation for multiple operator is important, the main reason for selecting a primary scenario is also to try to get alignment in evaluation results and draw meaningful conclusions. Therefore, having a deployment scenario with less chaotic component is preferred. In this case, indoor deployment C would be the preferred scenario to be selected as the primary scenario. It should be noted that just because indoor scenario A is put as secondary scenario does not mean it is less important. The distinction between primary and secondary is simply to encourage companies bring more results for primary scenarios and try to get some alignment in the evaluations.
Proposal 4:
· Propose to have indoor scenario C as the primary scenario and indoor scenario A as secondary scenario. 

Simulation Layout area reduction (for simulation complexity reduction)
There was an import FFS on reducing the simulation layout to help with simulation complexity. In order to verify whether or not reduction of the simulation layout will have any impact to overall system performance, we can quickly check the geometry of the UEs and cross check the RSRP of the BS-to-BS and UE-to-UE links, as they are important when performing LBT.
In order to check the potential impact from reduction of simulation area size, we have tested different simulation areas. Figure 4 shows the variation of the deployment layout for indoor deployment scenario A that were tested.

[image: ]
[bookmark: _Ref47723798]Figure 4. Indoor deployment scenario A with variable widths to change the simulation area
It should be noted that deployment figure captured in the agreed simulation table has wrong dimensions. The vertical spacing between the 10 m x 10 m box to the edge of the simulation area was stated to be 7.5 m. However, if 7.5m is used the vertical length of the simulation area will be only 45 m, and not 50 m. Therefore, the vertical spacing should be updated to be 10 m in length.
In case of 10 BS per operator case, we have reduced the width of the simulation area, so that width of the simulation is 100 m. In case of 8 BS per operator case, we have reduced the width of the simulation area to 80 m. Similar reduction was done for 6 BS per operator, and 4 BS per operator. Figure 5, Figure 6, and Figure 7 show the RSRP of BS to UE, BS to BS, and UE to UE links for indoor deployment scenario A, respectively.
[image: ]
[bookmark: _Ref47730132]Figure 5. BS to UE RSRP values for indoor deployment scenario A with various widths
[bookmark: _Ref47723703][image: ]
[bookmark: _Ref47730147]Figure 6. BS to BS RSRP values for indoor deployment scenario A with various widths
[bookmark: _Ref47723706][image: ]
[bookmark: _Ref47730149]Figure 7. UE to UE RSRP values for indoor deployment scenario A with various widths
From the RSRP results shown above, it is pretty evident that shrinking the simulation area from 50 m x 120 m (12 BS per operator) to 50 m x 40 m (4 BS per operator) results in significant changes to the RSRP distribution. In some cases, the RSRP may change by 20 dB. This will definitely have unintended consequences to the overall system performance.  From what we observe, changing from 50 m x 120 m (12 BS per operator) to 50 m x 100 m (10 BS per operator) results in smaller impact to overall RSRP distribution, and this should be feasible.
Based on discussions above, we propose the change the indoor deployment scenario to be an 50 m x 100 m deployment layout with 10 BS per operator as shown in  Figure 8. Similar updates can be made to indoor deployment scenario B and shrink down the simulation area from 50 m x 120 m to 50 m x 100 m with 10 BS.
[image: ]
[bookmark: _Ref47724792]Figure 8. Proposed layout for Indoor deployment scenario A
Proposal 5:
· Update indoor deployment scenario A and C to be 50 m x 100 m deployment with 10 BS per operator.

RSRP Threshold for User Selection
In RAN1 #101-e, there was some discussion over the RSRP threshold used to remove users from the simulation. One company had proposed to use -68 dBm. With 2 GHz system bandwidth, the effective noise floor would be at -71 dBm (= -174 dBm/Hz + 10 log10( 2e9 ) + 10 dB) for UEs with 10 dB noise figure, and -68dBm for UE with 13 dB noise figure. Assuming the proposed RSRP threshold of -68 dBm is targeting for 2 GHz system bandwidth case, this would put the worst-case UE to be at 3dB SNR or 0 dB SNR operating point. 
If we consider UEs not being able to perform SSB accumulation during detection of SSB due to LBT processes in unlicensed band, worst case UE deployment of 0 ~ 3dB SNR seems quite reasonable. The current SSB detection requirement for FR2 is around -6 ~ -7 dB SNR. However, this is expected to be reached with typically with 3 ~ 4 or more accumulation of SSB. In unlicensed operations, stable accumulation of SSB for detection may not be possible, so system may need to operate with the assumption that UEs may only perform single shot detection of SSB. This would put the SSB detection requirement to be about 6 dB higher and near 0 dB SNR.
Based on this we believe having a -68 dBm RSRP threshold could be reasonable. It should be noted that this threshold should be different depending on the system bandwidth. For system bandwidth smaller than 2 GHz, the RSRP should be adjusted to keep the minimum SNR of the system to be around 0 dB.
With this said, the total implication of having such limitation on the UE deployment and association is not fully understood. Therefore, we suggest to have the RSRP threshold of -68 dBm (at 2 GHz system bandwidth) and – Infinity as option.

Proposal 6:
· Adopt “-68 dBm + 10 log10( BW/2GHz )” as the RSRP threshold for user selection
· Adopt “-infinity dBm” as optional RSRP threshold for user selection 

Traffic Model Packet Size
In RAN1 #101-e, the packet size of the traffic model used was agreed to be 27 Mbytes. The motivation for the increase in the packet size was to accommodate the large system bandwidth available in 60 GHz. We believe this decision was made in haste without consideration of the impact to system performance metric. Most notably the average packet delay. From our initial evaluations average packet delay difference between 1 Mbyte files sizes and 27 Mbyte file sizes are extremely large. Increasing the average packet delay from 2 ~ 4 msec to 180 msec or higher. Furthermore, to best of our knowledge application traffic patterns with 27 Mbyte packet sizes are extremely rare (if not existent) in modern communications.
The use of 27 Mbyte file sizes also have huge impact to the total simulation run time, as from our initial simulation results the simulation is much more unstable and takes longer to stabilize. Figure 9 is a trace of the user throughput with different file size types. The effect of using extremely large file size has significant impact during the first simulation time and has some impact to simulation stability.
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[bookmark: _Ref47727178]Figure 9. User throughput trace comparison for 1 Mbyte and 27 Mbyte file size
Based on this we propose to change the file size to something smaller. Not only 27 Mbyte packet sizes not practical, higher data load can be achieved by increasing the arrival of the traffic.
Proposal 7:
· Propose to change the file/packet size from 27 Mbyte to [1] Mbyte.  

Link-Level Evaluation Methodology

The link-level simulation parameters agreed from RAN1 #101-e are summarized in Table 2. There are several FFS aspects from RAN1 #101-e. This section discusses some of the critical FFS aspects.
[bookmark: _Ref47697558]Table 2
	Assumptions
	Value

	Carrier Frequency [GHz]
	60 GHz
Optional: 70 GHz

	Subcarrier Spacing [kHz]
	PDSCH/PUSCH:
- {120, 240, 480, 960} kHz
- FFS: 1920 kHz
Optional:
- if evaluated companies are asked to provide information on other channels/signals and subcarrier spacing

	Bandwidth [MHz]
	PDSCH/PUSCH:
- {400, 2000} MHz
 Optional:
- Companies are asked to provide information if other bandwidths are evaluated
Note: Evaluation of listed channel bandwidth does not mean RAN1 has agreed to support such channel bandwidth and are only for evaluation purposes to obtain useful insights.

	Number of RB
	For 400 MHz:
- 256 (120 kHz),
- 128 (240 kHz),
- 64 (480 kHz),
- 32 (960 kHz),
- N/A (1920 kHz)

For 2000 MHz:
- N/A (120 kHz),
- N/A (240 kHz),
- FFS (480 kHz),
- 160 (960 kHz),
- 80 (1920 kHz),
 
For other channel bandwidths:
- Companies are asked to provide information. Companies are encouraged to utilize linearly scaled PRB sizes for a given bandwidth based on above.

	Waveform
	For PDSCH:
CP-OFDM

For PUSCH:
CP-OFDM and DFT-s-OFDM

	CP Type
	Normal CP

Extended CP

Note: ECP is not expected to be applicable in all SCS and channel conditions, and companies providing results for ECP are encouraged to provide evaluation results with motivation/justification of simulated ECP cases

	Channel Model
	TDL model  as defined in of TR38.901 Section 7.7.2:
- TDL-A (5ns, 10ns, DS) 
- optional DS for consideration: 20ns, 40ns, 60ns DS 

CDL model as defined in of TR38.901 Section 7.7.1:
- CDL-B (20ns, 50ns DS)
- CDL-D (20ns, 30ns DS) with K-factor = 10 dB
- optional DS for consideration: 100ns DS 

FFS: modification CDL-B/D model
(a) Indoor Office NLOS: CDL-B (20 ns DS), and Indoor Office LOS: CDL-D (20 ns DS)
- Use mean angular spread values from Table 7.5.6-Part2 (for ASD, ASA, and ZSA) and Table 7.5-10 (for ZSD)
- Use mean angles of CDL-B/D for desired mean angles as baseline (no angle translation)
- Note that the angular spread values in the table are quoted in log units
- Mean K-factor for CDL-D from Table 7.5.6-Part2 (9 dB)
(b) UMi – Street Canyon NLOS: CDL-B (50 ns DS), and UMi – Street Canyon LOS: CDL-D (30 ns)
- Use mean angular spread values from Table 7.5.6-Part1 (for ASD, ASA, and ZSA) and Table 7.5-8 (for ZSD).
- Use mean angles of CDL-B/D for desired mean angles as baseline (no angle translation)
- Note that the angular spread values in the table are quoted in log units
- Use mean K-factor for CDL-D from Table 7.5.6-Part1 (7 dB)

Note: Mean angular spread values are used as desired AS value to scale the ray angles as described in TR38.901 section 7.7.5.1. As baseline, the ray angles are not translated, meaning (TR38.901 section 7.7.5.1). If companies perform translation of the ray angles they are encouraged to report the details. The mean K-factor is used to scale the tap powers as described in TR38.901 section 7.7.6.

Note 2: for TDL/CDL model, the delay spread (DS) value mentioned is the delay spread scaling value (i.e. corresponding to normalized delay of 1.0).

Note 3: Other models (either TDL or CDL) with DS values not listed are optional. 

Note 4: Companies are encouraged to provide evaluation results with motivation/justification of simulated DS values.


	Antenna Configuration (Mg,Ng,M,N,P)
	For TDL model:
- 2x2
- 1x2 (optional)

For CDL model:
Configuration 1:
- (Mg,Ng,M,N,P) = (1,1,8,16,2) BS with (0.5 dv, 0.5 dH)
- (Mg,Ng,M,N,P) = (1,1,4,4,2) UE with (0.5 dv, 0.5 dH)
Configuration 2:
- (Mg,Ng,M,N,P) = (1,1,4,8,2) BS with (0.5 dv, 0.5 dH)
- (Mg,Ng,M,N,P) = (1,1,2,2,2) UE with (0.5 dv, 0.5 dH)

	Mobility
	3 km/hr

	PA Model
	Optional:
- Companies to provide modeling (in lieu of pre-loaded Tx EVM)

	gNB TRP PN Model
	3GPP TR38.803 example 2 BS PN profile

Optional:
- If other PN profile is used, companies to provide information on the modeling used

Note: companies to provide information about the LO distribution model assumed in the simulations.

	UE PN Model
	3GPP TR38.803 example 2 UE PN profile

Optional:
- If other PN profile is used, companies to provide information on the modeling used

Note: companies to provide information about the LO distribution model assumed in the simulations.

	Pre-loaded Tx EVM
	Optional:
- 3% at Tx (In lieu of PA model),
- If other values are used companies are asked to provide information on the values selected for simulation.

	Additive Rx EVM
	Optional:
- 5% at Rx,
- If other values are used companies are asked to provide information on the values selected for simulation.

	I-Q Imbalance
	Optional:
- (-26dBc),
- (-31dBc),
- If other values are used companies are asked to provide information on the values selected for simulation.

	Frequency Offset
	Optional:
- 0.1 ppm (for PDSCH/PUSCH)
- 5, 10, 20 ppm (for initial access)

	Channel Estimation
	Realistic channel estimation

	Transmission Rank
	Rank 1
Note: companies are asked to provide information the precoding scheme (including granularity) used in the evaluations.

	PDSCH SLIV
	(S=2, L=12)
Optional:(S=0, L=14)
Note: Starting symbol, S, (indexed from 0) and length, L.

	DMRS Configuration
	1 DMRS symbol (front loaded), or 2 DMRS symbols at (2,11) symbol index
Note: no data multiplexing is assumed in DMRS symbols

	PTRS Configuration
	For CP-OFDM:
(K = 4, L = 1) or (K = 2, L = 1)
Note: PTRS per K number of PRBs, and PTRS every L number of OFDM symbols

For DFT-s-OFDM:
(Ng = 2, Ns = 2, L = 1)
(Ng = 2, Ns = 4, L = 1)
(Ng = 4, Ns = 2, L = 1)
(Ng = 4, Ns = 4, L = 1)
(Ng = 8, Ns = 4, L = 1)

Note: Ng number of PT-RS groups, Ns number of samples per PT-RS group, and PTRS every L number of DFT-s-OFDM symbols

Note 2: companies are asked to provide the PT-RS configuration used for DFT-s-OFDM simulation among the listed above, where the selection of the PT-RS is chosen such that it provides similar overhead as the chosen PT-RS configuration for PUSCH CP-OFDM (if simulated).

	MCS/TBS
	From MCS Table 1 (TS38.214):
- MCS 7 (QPSK),
- MCS 16 (16QAM),
- MCS 22 (64QAM),

From MCS Table 2 (TS38.214):
- MCS 27 (256QAM) (optional)

Note: If normal CP and extended CP are to be compared, companies are asked to provide information on the MCS values used that provide similar payload sizes for the comparison.




Discussion on Modification to the DS and CDL Model
In RAN1 #101-e, it was proposed to modify the CDL channel model angle values so that it better represents the indoor and outdoor deployment scenario being tested for the system level simulation. This section discusses few issues around the selected delay spread values and potential modification to the CDL channel model.

Delay spread between TDL and CDL Model
There were some questions surrounding the selection of the DS values for TDL and CDL models. In TDL model the configured delay spread values are directly visible and simply scales the power delay profile accordingly. However, in the CDL model, the configured delay spread is not the effective delay spread that is visible after Tx and Rx beamforming. The beamforming and beam selected impacts the effective delay spread that would be visible and ultimately impacts the system performance.
To compare the delay spread configuration for TDL and CDL model, we have modelled the antenna according to the agreed simulation assumptions and computed the channel power delay profile with and without beamforming effects. The “raw PDP” curves in the following figures represent the raw power delay profiles of CDL-B channel model as defined in TR38.901. The “eff. PDP” curves in the following figures represent the effective power delay profile of CDL-B after the Tx and Rx beamforming has been applied. The effective power delay profile shown represent the average power delay profile across all Tx/Rx antenna element pairs of the MIMO channel. The “TDL-A” curves show the power delay profile of TDL-A model configured with the delay spread that was computed from the effective power delay profile.
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Figure 10
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Figure 11
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Figure 12
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Figure 13
Table 3 and Table 4 shows the measured effective RMS delay spread with the antenna configurations agreed for link level simulation assumptions. From the measured effective delay spread values from the table, we can see that TDL-A model with 5 ns and 13 ns delay spread can show comparable channel characteristics to CDL model with 20 and 50 ns delay spread, respectively. From the power delay profile shown in the above figures, we can see that actual excess delay spread profile for TDL-A is worse than the CDL-B model, where the TDL-A model has higher powered trailing tap delays. While the excess delay spread of the CDL-B model is larger, the power of the trailing excess delay taps is well below -60 dB compared to the peak tap power and would not have any visible impact to performance. TDL-A model does show higher relatively more impactful (in terms of relative power) trailing delay taps and this would cause relatively higher inter-symbol interference impact to data transmission compared to the CDL-B model.
[bookmark: _Ref47697916]Table 3. Measured effective delay spread for CDL-B with 20 ns and 50 ns configured DS
	
	CDL-B

	
	Configured DS
	Measured effective DS

	BS antenna (16x8)
UE antenna (4x4)
	50 ns
	13.07 ns

	
	20 ns
	5.58 ns

	BS antenna (8x4)
UE antenna (2x2)
	50 ns
	13.50 ns

	
	20 ns
	5.98 ns



[bookmark: _Ref47731009]Table 4. Measured effective delay spread for CDL-D with 20 ns and 30 ns configured DS
	
	CDL-D

	
	Configured DS
	Measured effective DS

	BS antenna (16x8)
UE antenna (4x4)
	30 ns
	2.0667 ns

	
	20 ns
	1.4637 ns

	BS antenna (8x4)
UE antenna (2x2)
	30 ns
	2.8651 ns

	
	20 ns
	2.0491 ns




Based on this we observed that TDL channel model could provide RAN1 with similar insights as CDL channel model as long as appropriate delay spread values are evaluated. The delay spread values for TDL-A model corresponding to CDL-B model with delay spread 20ns and 50ns are approximately 5ns and 13 ns, respectively. The current simulation assumptions for TDL-A model uses delay spread of 5 ns and 10ns and in our opinion the selected delay spread values should be close enough to mimic the channel characteristics provided by the CDL-B model.
Observation 1:
· The current delay spread values, 5 ns and 10ns, for TDL-A model is a good approximation of the channel characteristics modeled by CDL-B model with 20 ns and 50 ns, respectively.

Modification to CDL Model
This section evaluates the changes proposed to CDL-B/D model. Mean angular spread values from TR38.901 Table 7.5.6-Part2 (for ASD, ASA, and ZSA) and Table 7.5.10 (for ZSD) are calculated for Indoor Office CDL-B/D models. Mean angular spread values from Table 7.5.6-Part1 (for ASD, ASA, and ZSA) and Table 7.5-8 (for ZSD) are calculated for UMi Street Canyon CDL-B/D models.
Table 5. Desired mean angular spread values based on FFS from agreed simulation assumptions
	Scenario
	ASD
	ASA
	ZSD
	ZSA

	Indoor Office NLOS CDL-B
	41.69
	46.41
	12.02
	13.16

	Indoor Office LOS CDL-D
	39.81
	27.66
	0.47
	9.46

	UMi NLOS CDL-B*
	D2D 10m
	19.79
	39.8
	1.47
	8.64

	
	D2D 100m 
	19.79
	39.8
	0.77
	8.64

	UMi LOS CDL-D*
	D2D 10m
	18.12
	64.56
	5.85
	8.91

	
	D2D 100m 
	18.12
	64.56
	0.62
	8.91


*ZSD values for UMi scenario are dependent on the height of UE and BS antenna and the distance between BS and UE. In our evaluation we have h_UE = 1.5m, h_BS = 10m and D2D = {10, 100} m.
Observation 2: 
· The distance between UE and BS should be defined to have consistent results.

The mean angular spread values are used to scale the CDL ray angles using the following formula (38.901 Section 7.7.5.1). The mean angle and angular spread are changed by scaling.
[image: ]
The angular spread and mean angles for the original CDL-B model and the angular spread and mean angles for the Indoor with scaled ray angles based on indoor hotspot office NLOS/LOS (with 20 ns DS) and based on UMi Street Canyon NLOS/LOS (with 50/30 ns DS) are shown in Table 6 and Error! Reference source not found.. The full set of ray angles are provided in the Appendix (Section 6.1).
[bookmark: _Ref47704134]Table 6. Measured angular spread for the various CDL-B implementation
	Angular Spread
	AOD in []
	AOA in []
	ZOD in []
	ZOA in []

	Original CDL-B
	40.78
	55.94
	5.15
	7.68

	CDL-B modified for InH 
	41.7
	46.22
	12.0
	13.18

	CDL-B modified for UMi (D2D=10m)
	19.64
	39.53
	1.47
	8.64

	CDL-B modified for UMi (D2D=100m)
	19.64
	39.53
	0.77
	8.64



The angular spread and mean angles for the original CDL-D model and the angular spread and mean angles for the Indoor with scaled ray angles based on indoor hotspot office NLOS (with 20 ns DS) and based on UMi Street Canyon NLOS (with 30 ns DS) are shown in Table 7. The full set of ray angles are provided in the Appendix (Section 6.1).
[bookmark: _Ref47731586]Table 7. Measured angular spread for the various CDL-D implementation
	Angular Spread
	AOD in [°]
	AOA in [°]
	ZOD in [°]
	ZOA in [°]

	Original CDL-D
	14.31
	15.44
	2.23
	1.16

	CDL-D modified for InH 
	39.82
	27.96
	0.47
	9.46

	CDL-D modified for UMi (D2D=10m)
	18.32
	63.25
	5.85
	8.91

	CDL-D modified for UMi (D2D=100m)
	18.32
	63.25
	0.62
	8.91



Observation 3:
· The angular spread and mean angle values from the scaled ray angles based on indoor office scenario are similar to the desired angular spread and mean angle values for original CDL-B model.
· The angular spread and mean angle values from the scaled ray angles based on UMi street canyon scenario have slightly narrower angular spread compared to the original CDL-B model.
· The angular spread and mean angle values from the scaled ray angles based on either indoor office or UMi street canyon scenario has some differences to the original CDL-D model. However, given that effective RMS delay spread of the original and modified CDL-D is extremely small, it is unlikely to observe any significant deviation in link level simulation results using either original and modified CDL-D model.

We have additionally evaluated the measured RMS delay spread after the Tx/Rx beamforming for the set of agreed antenna configurations. The channel coefficients after applying the beamforming antenna pattern using the ray angles were obtained and from the effective channel coefficients, we were able to derive the effective RMS delay spread of the channel model. The antenna configuration parameters used the RMS delay spread analysis is in Table 8.
[bookmark: _Ref47708911]Table 8. Antenna configuration parameters
	Configuration 1
	- (Mg,Ng,M,N,P) = (1,1,8,16,2) BS with (0.5 dv, 0.5 dH)
- (Mg,Ng,M,N,P) = (1,1,4,4,2) UE with (0.5 dv, 0.5 dH)

	Configuration 2
	- (Mg,Ng,M,N,P) = (1,1,4,8,2) BS with (0.5 dv, 0.5 dH)
- (Mg,Ng,M,N,P) = (1,1,2,2,2) UE with (0.5 dv, 0.5 dH)



The measured RMS delay spread after Tx/Rx beamforming for the CDL-B model with scaled ray angles based on indoor hotspot office NLOS (with 20 ns DS) and based on UMi Street Canyon NLOS (with 50 ns DS) are shown in Table 9. 
[bookmark: _Ref47707193]Table 9. Measured RMS delay spread after Tx/Rx beamforming for the for the various CDL-B implementation
	Scenario
	Configuration 1
	Configuration 2

	Original CDL-B (20 ns DS)
	5.5809
	5.9847

	CDL-B modified for InH (20 ns DS)
	3.4194
	6.2022

	Original CDL-B (50 ns DS) 
	13.0699
	13.5004

	CDL-B modified for UMi (D2D=10m, 50 ns DS)
	13.7413
	21.3795

	CDL-B modified for UMi (D2D=100m, 50 ns DS)
	13.9235
	21.4057



The measured RMS delay spread after Tx/Rx beamforming for the CDL-D model with scaled ray angles based on indoor hotspot office NLOS (with 20 ns DS) and based on UMi Street Canyon NLOS (with 30 ns DS) are shown in Table 10. 
[bookmark: _Ref47731459]Table 10. Measured RMS delay spread after Tx/Rx beamforming for the for the various CDL-D implementation
	Scenario
	Configuration 1
	Configuration 2

	Original CDL-D (20 ns DS)
	1.4637
	2.0491

	CDL-D modified for InH (20 ns DS)
	0.8508
	5.3008

	Original CDL-D (30 ns DS) 
	2.0667
	2.8651

	CDL-D modified for UMi (D2D=10m, 30 ns DS)
	1.1625
	6.0502

	CDL-D modified for UMi (D2D=100m, 30 ns DS)
	1.6052
	6.1660



Observation 4:
· The measured RMS delay spread after Tx/Rx beamforming from the scaled ray angles based on indoor office scenario and UMi street canyon are similar to the measured RMS delay spread after Tx/Rx beamforming for original CDL-B model.
· The measured RMS delay spread after Tx/Rx beamforming from the scaled ray angles based on indoor office scenario and UMi street canyon are relatively similar (both quite small) the measured RMS delay spread after Tx/Rx beamforming for original CDL-D model.
[bookmark: _Hlk47698248]
In addition to the angular spread and RMS delay spread analysis, we have plotted the actual channel delay profile after Tx/Rx beamforming for the various CDL-B implementations. The Figure 14, Figure 15, Figure 16, and Figure 17 show effective power delay profile for scaled CDL-B model based on the Indoor Office NLOS and UMi street canyon NLOS configurations. More complete picture of the power delay profiles are provided in the Appendix (Section 6.2).

[image: ]
[bookmark: _Ref47713480]Figure 14. Zoomed in view of power delay profile for CDL-B and Indoor Office NLOS CDL-B models for configuration 1
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[bookmark: _Ref47713481]Figure 15. Zoomed in view of power delay profile for CDL-B and Indoor Office NLOS CDL-B models for configuration 2
[bookmark: _Hlk47650411][image: ]
[bookmark: _Ref47713483]Figure 16. Zoomed in view of Power Delay Profile for CDL-B and UMi NLOS CDL-B models for Configuration 1

[image: ]
[bookmark: _Ref47713484]Figure 17. Zoomed in view of Power Delay Profile for CDL-B and UMi NLOS CDL-B models for Configuration 2
From Figure 14 and Figure 15, we can visually observe that scaled CDL-B model based on indoor office NLOS deployment do not provide any meaningful changes to the channel characteristics. Similarly, from Figure 16, and Figure 17, we can observe the main tap delay components of the scaled CDL-B model based on UMi street canyon NLOS deployment is similar to the original CDL-B. Additional power delay profile figures for CDL-D channel model are available in the Appendix (Section 6.2).
The only potential difference is the additional tap delay around 90ns that shows up bit more prominently in the scaled CDL-B model. It should be noted that this is simply an artefact of the chosen delay cluster and strong peak at 90ns is not a fundamental property of the UMi street canyon deployment scenario. Therefore, we believe such modification can be mimicked by using TDL-A with proper DS scaling, such as using delay spread of 20ns. Using a TDL-A with 20ns DS would simulate worse condition than the scaled CDL-B based on UMi street canyon deployment scenario in terms of trailing path delays.
Observation 5:
· The scaling of the angle values for CDL-B using Indoor Office NLOS does not change the power delay profile compared to the original CDL-B model in a meaningful way.
· The scaling of the angle values using UMi street canyon NLOS does impact the power delay profile compared to the original CDL-B model. It increases the tap power of the channel delay around 90 ns. The effect is slightly larger if the antenna array used at BS and UE is smaller.
· The scaling of the power and angle values using Indoor office LOS or UMi street canyon LOS does not have meaning impact to the power delay profile (as the power of the tap wih larger delays are below -30 dB compared to the main tap).
Conclusion for the Channel Model for LLS
Based on observations so far, it seems like TDL-A mode with appropriate DS value may be able to mimic the channel properties of the simulated CDL-B model. Specifically, TDL-A with [5 ~ 6] ns delay spread can be used in lieu of CDL-B model with 20 ns delay spread. TDL-A with 13 ns or 21 ns can be used in lieu of CDL-B model with 50 ns delay spread.
Proposal 8:
· The FFS modifications to CDL-B is not needed. Instead of the FFS modification, add 20 ns DS to the TDL-A channel model in addition to 5 ns and 10 ns.

Other aspects for LLS assumptions

Other FFS aspects of the LLS assumptions are FFS regarding the support of 1920 kHz and the PRB size for 480 kHz for 2 GHz bandwidth.
Given that addition of 1920 kHz for link level simulation does not imply such subcarrier spacing will be supported in RAN1 for NR up to 71 GHz nor put a lot of extra burden on companies for simulation. While addition of new parameter does require additional effort for companies to provide results, link level simulation are typically much more easy to conduct and having a wide range of subcarrier spacing values does provide better insights to performance in wide range of configurations. Therefore, we suggest to add 1920 kHz to the subcarrier spacing list for LLS assumptions.
Proposal 9:
· Add 1920 kHz subcarrier spacing to the subcarrier spacing list for LLS assumptions. 
Similar logic can be applied for simulating 480 kHz for 2000 MHz. The simulation of a parameter does not automatically result in adoption of such parameter in specification. The simulation is merely to provide useful insights for wide range of values. Depending on the discussions, it may be possible for RAN1 or RAN4 to define bandwidths that are slightly smaller than 2000 MHz, in which case the number of PRB using 480 kHz might be less than 275. For example system bandwidth of 1600 MHz could be supported using 480 kHz without any problems. The insights obtained from 480kHz at 2000 MHz most likely could apply for slightly smaller bandwidths. Therefore, we suggest to add the number of PRB for 480 kHz for 2000 MHz bandwidth.

Proposal 10:
· For 2000 MHz bandwidth, add 320 PRB for 480 kHz subcarrier spacing
· It should be understood that adding 320 PRB as a simulation assumption does not mean RAN1 will automatically support such configuration. The simulation of such RBs are to obtain useful insights.



Conclusion
In this contribution we discussed the reasonable assumptions for link- and system-level evaluation of NR in 52.6–71GHz band, as well as the metrics for the evaluation. Based on the discussion, we make the following observations and proposals:
Observation 1:
· The current delay spread values, 5 ns and 10ns, for TDL-A model is a good approximation of the channel characteristics modeled by CDL-B model with 20 ns and 50 ns, respectively.
Observation 2: 
· The distance between UE and BS should be defined to have consistent results.
Observation 3:
· The angular spread and mean angle values from the scaled ray angles based on indoor office scenario are similar to the desired angular spread and mean angle values for original CDL-B model.
· The angular spread and mean angle values from the scaled ray angles based on UMi street canyon scenario have slightly narrower angular spread compared to the original CDL-B model.
· The angular spread and mean angle values from the scaled ray angles based on either indoor office or UMi street canyon scenario has some differences to the original CDL-D model. However, given that effective RMS delay spread of the original and modified CDL-D is extremely small, it is unlikely to observe any significant deviation in link level simulation results using either original and modified CDL-D model.
Observation 4:
· The measured RMS delay spread after Tx/Rx beamforming from the scaled ray angles based on indoor office scenario and UMi street canyon are similar to the measured RMS delay spread after Tx/Rx beamforming for original CDL-B model.
· The measured RMS delay spread after Tx/Rx beamforming from the scaled ray angles based on indoor office scenario and UMi street canyon are relatively similar (both quite small) the measured RMS delay spread after Tx/Rx beamforming for original CDL-D model.
Observation 5:
· The scaling of the angle values for CDL-B using Indoor Office NLOS does not change the power delay profile compared to the original CDL-B model in a meaningful way.
· The scaling of the angle values using UMi street canyon NLOS does impact the power delay profile compared to the original CDL-B model. It increases the tap power of the channel delay around 90 ns. The effect is slightly larger if the antenna array used at BS and UE is smaller.
· The scaling of the power and angle values using Indoor office LOS or UMi street canyon LOS does not have meaning impact to the power delay profile (as the power of the tap wih larger delays are below -30 dB compared to the main tap).
Proposal 1:
· Use root mean square effective channel delay spread at the receiver as a metric for system‑level evaluation of NR in 52.6–71GHz
Proposal 2:
· Use intersymbol interference signal to interference ratio as a metric for system-level evaluation of NR in 52.6–71GHz
· Assume the acceptable intersymbol interference level criteria is having 80% of links with intersymbol of 30dB SIR or higher
Proposal 3:
· Propose to have indoor scenario C as the primary scenario and indoor scenario A as secondary scenario. 
Proposal 4:
· Assume the dynamic FFT window placement based on the 40% CP length offset from the detected CIR peak for intersymbol interference SIR calculation
Proposal 5:
· Update indoor deployment scenario A and C to be 50 m x 100 m deployment with 10 BS per operator.
Proposal 6:
· Adopt “-68 dBm + 10 log10( BW/2GHz )” as the RSRP threshold for user selection
· Adopt “-infinity dBm” as optional RSRP threshold for user selection 
Proposal 7:
· Propose to change the file/packet size from 27 Mbyte to [1] Mbyte.  
Proposal 8:
· The FFS modifications to CDL-B is not needed. Instead of the FFS modification, add 20 ns DS to the TDL-A channel model in addition to 5 ns and 10 ns.
Proposal 9:
· Add 1920 kHz subcarrier spacing to the subcarrier spacing list for LLS assumptions. 
Proposal 10:
· For 2000 MHz bandwidth, add 320 PRB for 480 kHz subcarrier spacing
· It should be understood that adding 320 PRB as a simulation assumption does not mean RAN1 will automatically support such configuration. The simulation of such RBs are to obtain useful insights.
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Appendix
Updated CDL-B/D Table based on FFS from Agreed Simulation Assumptions

Table 11. CDL-B Ray angles
	Cluster #
	Normalized delay
	Power in [dB]
	AOD in []
	AOA in []
	ZOD in []
	ZOA in []

	1
	0
	0
	9.3
	-173.3
	105.8
	78.9

	2
	0.1072
	-2.2
	9.3
	-173.3
	105.8
	78.9

	3
	0.2155
	-4
	9.3
	-173.3
	105.8
	78.9

	4
	0.2095
	-3.2
	-34.1
	125.5
	115.3
	63.3

	5
	0.287
	-9.8
	-65.4
	-88
	119.3
	59.9

	6
	0.2986
	-1.2
	-11.4
	155.1
	103.2
	67.5

	7
	0.3752
	-3.4
	-11.4
	155.1
	103.2
	67.5

	8
	0.5055
	-5.2
	-11.4
	155.1
	103.2
	67.5

	9
	0.3681
	-7.6
	-67.2
	-89.8
	118.2
	82.6

	10
	0.3697
	-3
	52.5
	132.1
	102
	66.3

	11
	0.57
	-8.9
	-72
	-83.6
	100.4
	61.6

	12
	0.5283
	-9
	74.3
	95.3
	98.3
	58

	13
	1.1021
	-4.8
	-52.2
	103.7
	103.4
	78.2

	14
	1.2756
	-5.7
	-50.5
	-87.8
	102.5
	82

	15
	1.5474
	-7.5
	61.4
	-92.5
	101.4
	62.4

	16
	1.7842
	-1.9
	30.6
	-139.1
	103
	78

	17
	2.0169
	-7.6
	-72.5
	-90.6
	100
	60.9

	18
	2.8294
	-12.2
	-90.6
	58.6
	115.2
	82.9

	19
	3.0219
	-9.8
	-77.6
	-79
	100.5
	60.8

	20
	3.6187
	-11.4
	-82.6
	65.8
	119.6
	57.3

	21
	4.1067
	-14.9
	-103.6
	52.7
	118.7
	59.9

	22
	4.279
	-9.2
	75.6
	88.7
	117.8
	60.1

	23
	4.7834
	-11.3
	-77.6
	-60.4
	115.7
	62.3

	

	Angular Spread
	40.78
	55.94
	5.15
	7.68

	Mean Angle
	-4.96
	176.6
	105.64
	71.76



Table 12. Indoor Office NLOS: CDL-B Ray angles (20 ns DS)
	Cluster #
	Normalized delay
	Power in [dB]
	AOD in []
	AOA in []
	ZOD in []
	ZOA in []

	1
	0
	0
	9.6
	-175.0
	106.0
	84.0

	2
	0.1072
	-2.2
	9.6
	-175.0
	106.0
	84.0

	3
	0.2155
	-4
	9.6
	-175.0
	106.0
	84.0

	4
	0.2095
	-3.2
	-34.7
	134.2
	128.2
	57.3

	5
	0.287
	-9.8
	-66.7
	-104.3
	137.5
	51.4

	6
	0.2986
	-1.2
	-11.5
	158.8
	99.9
	64.5

	7
	0.3752
	-3.4
	-11.5
	158.8
	99.9
	64.5

	8
	0.5055
	-5.2
	-11.5
	158.8
	99.9
	64.5

	9
	0.3681
	-7.6
	-68.6
	-105.7
	134.9
	90.3

	10
	0.3697
	-3
	53.8
	139.7
	97.1
	62.4

	11
	0.57
	-8.9
	-73.5
	-100.6
	93.4
	54.3

	12
	0.5283
	-9
	76.1
	109.2
	88.5
	48.2

	13
	1.1021
	-4.8
	-53.2
	116.1
	100.4
	82.8

	14
	1.2756
	-5.7
	-51.5
	-104.1
	98.3
	89.3

	15
	1.5474
	-7.5
	62.9
	-108.0
	95.7
	55.7

	16
	1.7842
	-1.9
	31.4
	-146.6
	99.5
	82.5

	17
	2.0169
	-7.6
	-74.0
	-106.4
	92.5
	53.1

	18
	2.8294
	-12.2
	-92.5
	78.7
	127.9
	90.9

	19
	3.0219
	-9.8
	-79.2
	-96.8
	93.6
	53.0

	20
	3.6187
	-11.4
	-84.3
	84.7
	138.2
	47.0

	21
	4.1067
	-14.9
	-105.8
	73.8
	136.1
	51.4

	22
	4.279
	-9.2
	77.4
	103.7
	134.0
	51.8

	23
	4.7834
	-11.3
	-79.2
	-81.4
	129.1
	55.5

	

	Angular Spread
	41.7
	46.22
	12.0
	13.18

	Mean Angle
	-4.93
	177.6
	105.53
	71.77



Table 13. UMi – Street Canyon NLOS: CDL-B Ray angles (50 ns DS) with D2D = 10m
	Cluster #
	Normalized delay
	Power in [dB]
	AOD in []
	AOA in []
	ZOD in []
	ZOA in []

	1
	0
	0
	2.0
	-176.2
	105.7
	79.8

	2
	0.1072
	-2.2
	2.0
	-176.2
	105.7
	79.8

	3
	0.2155
	-4
	2.0
	-176.2
	105.7
	79.8

	4
	0.2095
	-3.2
	-19.1
	140.2
	108.4
	62.2

	5
	0.287
	-9.8
	-34.3
	-115.5
	109.6
	58.4

	6
	0.2986
	-1.2
	-8.1
	161.3
	104.9
	67.0

	7
	0.3752
	-3.4
	-8.1
	161.3
	104.9
	67.0

	8
	0.5055
	-5.2
	-8.1
	161.3
	104.9
	67.0

	9
	0.3681
	-7.6
	-35.2
	-116.8
	109.2
	84.0

	10
	0.3697
	-3
	22.9
	144.9
	104.6
	65.6

	11
	0.57
	-8.9
	-37.5
	-112.4
	104.1
	60.3

	12
	0.5283
	-9
	33.5
	118.8
	103.5
	56.3

	13
	1.1021
	-4.8
	-27.9
	124.7
	105.0
	79.0

	14
	1.2756
	-5.7
	-27.1
	-115.4
	104.7
	83.3

	15
	1.5474
	-7.5
	27.2
	-118.7
	104.4
	61.2

	16
	1.7842
	-1.9
	12.3
	-151.9
	104.9
	78.8

	17
	2.0169
	-7.6
	-37.7
	-117.4
	104.0
	59.5

	18
	2.8294
	-12.2
	-46.5
	92.6
	108.4
	84.3

	19
	3.0219
	-9.8
	-40.2
	-109.1
	104.2
	59.4

	20
	3.6187
	-11.4
	-42.6
	97.8
	109.6
	55.5

	21
	4.1067
	-14.9
	-52.8
	88.4
	109.4
	58.4

	22
	4.279
	-9.2
	34.1
	114.1
	109.1
	58.6

	23
	4.7834
	-11.3
	-40.2
	-95.9
	108.5
	61.1

	

	Angular Spread
	19.64
	39.53
	1.47
	8.64

	Mean Angle
	-5.20
	177.89
	105.64
	71.76



Table 14. UMi – Street Canyon NLOS: CDL-B Ray angles (50 ns DS) with D2D = 100m
	Cluster #
	Normalized delay
	Power in [dB]
	AOD in []
	AOA in []
	ZOD in []
	ZOA in []

	1
	0
	0
	2.0
	-176.2
	105.7
	79.8

	2
	0.1072
	-2.2
	2.0
	-176.2
	105.7
	79.8

	3
	0.2155
	-4
	2.0
	-176.2
	105.7
	79.8

	4
	0.2095
	-3.2
	-19.1
	140.2
	107.1
	62.2

	5
	0.287
	-9.8
	-34.3
	-115.5
	107.7
	58.4

	6
	0.2986
	-1.2
	-8.1
	161.3
	105.3
	67.0

	7
	0.3752
	-3.4
	-8.1
	161.3
	105.3
	67.0

	8
	0.5055
	-5.2
	-8.1
	161.3
	105.3
	67.0

	9
	0.3681
	-7.6
	-35.2
	-116.8
	107.5
	84.0

	10
	0.3697
	-3
	22.9
	144.9
	105.1
	65.6

	11
	0.57
	-8.9
	-37.5
	-112.4
	104.9
	60.3

	12
	0.5283
	-9
	33.5
	118.8
	104.5
	56.3

	13
	1.1021
	-4.8
	-27.9
	124.7
	105.3
	79.0

	14
	1.2756
	-5.7
	-27.1
	-115.4
	105.2
	83.3

	15
	1.5474
	-7.5
	27.2
	-118.7
	105.0
	61.2

	16
	1.7842
	-1.9
	12.3
	-151.9
	105.2
	78.8

	17
	2.0169
	-7.6
	-37.7
	-117.4
	104.8
	59.5

	18
	2.8294
	-12.2
	-46.5
	92.6
	107.1
	84.3

	19
	3.0219
	-9.8
	-40.2
	-109.1
	104.9
	59.4

	20
	3.6187
	-11.4
	-42.6
	97.8
	107.7
	55.5

	21
	4.1067
	-14.9
	-52.8
	88.4
	107.6
	58.4

	22
	4.279
	-9.2
	34.1
	114.1
	107.5
	58.6

	23
	4.7834
	-11.3
	-40.2
	-95.9
	107.2
	61.1

	

	Angular Spread
	19.64
	39.53
	0.77
	8.64

	Mean Angle
	-5.20
	177.89
	105.64
	71.76


Table 15. CDL-D ray angles
	Cluster #
	Cluster PAS
	Normalized Delay
	Power in [dB]
	AOD in [°]
	AOA in [°]
	ZOD in [°]
	ZOA in [°]

	1
	Specular(LOS path)
	0
	-0.2
	0
	-180
	98.5
	81.5

	
	Laplacian
	0
	-13.5
	0
	-180
	98.5
	81.5

	2
	Laplacian
	0.035
	-18.8
	89.2
	89.2
	85.5
	86.9

	3
	Laplacian
	0.612
	-21
	89.2
	89.2
	85.5
	86.9

	4
	Laplacian
	1.363
	-22.8
	89.2
	89.2
	85.5
	86.9

	5
	Laplacian
	1.405
	-17.9
	13
	163
	97.5
	79.4

	6
	Laplacian
	1.804
	-20.1
	13
	163
	97.5
	79.4

	7
	Laplacian
	2.596
	-21.9
	13
	163
	97.5
	79.4

	8
	Laplacian
	1.775
	-22.9
	34.6
	-137
	98.5
	78.2

	9
	Laplacian
	4.042
	-27.8
	-64.5
	74.5
	88.4
	73.6

	10
	Laplacian
	7.937
	-23.6
	-32.9
	127.7
	91.3
	78.3

	11
	Laplacian
	9.424
	-24.8
	52.6
	-119.6
	103.8
	87

	12
	Laplacian
	9.708
	-30.0
	-132.1
	-9.1
	80.3
	70.6

	13
	Laplacian
	12.525
	-27.7
	77.2
	-83.8
	86.5
	72.9

	

	Angular Spread
	14.31
	15.44
	2.23
	1.16

	Mean Angle
	1.99
	178.19
	8.09
	-8.48



Table 16. Indoor Office LOS scaled CDL-D ray angles (with 20 ns DS)
	Cluster #
	Cluster PAS
	Normalized Delay
	Power in [dB]
	AOD in [°]
	AOA in [°]
	ZOD in [°]
	ZOA in [°]

	1
	Specular(LOS path)
	0
	-0.2
	0
	-180
	98.5
	81.5

	
	Laplacian
	0
	-11.5
	0.3
	171.5
	95.1
	81.2

	2
	Laplacian
	0.035
	-16.8
	88.4
	116.2
	94.1
	95.9

	3
	Laplacian
	0.612
	-19.0
	88.4
	116.2
	94.1
	95.9

	4
	Laplacian
	1.363
	-20.8
	88.4
	116.2
	94.1
	95.9

	5
	Laplacian
	1.405
	-15.9
	13.1
	161.1
	95.0
	75.5

	6
	Laplacian
	1.804
	-18.1
	13.1
	161.1
	95.0
	75.5

	7
	Laplacian
	2.596
	-19.9
	13.1
	161.1
	95.0
	75.5

	8
	Laplacian
	1.775
	-20.9
	34.5
	-162.4
	95.1
	72.2

	9
	Laplacian
	4.042
	-25.8
	-63.5
	107.3
	94.3
	59.7

	10
	Laplacian
	7.937
	-21.6
	-32.2
	139.7
	94.5
	72.5

	11
	Laplacian
	9.424
	-22.8
	52.2
	-151.8
	95.6
	96.1

	12
	Laplacian
	9.708
	-28.0
	-130.3
	56.4
	93.6
	51.5

	13
	Laplacian
	12.525
	-25.7
	76.6
	-130.0
	94.1
	57.8

	

	Angular Spread
	39.82
	27.96
	0.47
	9.46

	Mean Angle
	22.67
	157.14
	4.82
	-8.31


 
 
Table 17. UMi – Street Canyon LOS scaled CDL-D ray angles (with 30 ns DS and D2D = 10 m)
	Cluster #
	Cluster PAS
	Normalized Delay
	Power in [dB]
	AOD in [°]
	AOA in [°]
	ZOD in [°]
	ZOA in [°]

	1
	Specular(LOS path)
	0
	-0.2
	0
	-180
	98.5
	81.5

	
	Laplacian
	0
	-13.5
	12.5
	-170.8
	98.6
	81.2

	2
	Laplacian
	0.035
	-18.8
	52.6
	60.2
	85.3
	95.1

	3
	Laplacian
	0.612
	-21.0
	52.6
	60.2
	85.3
	95.1

	4
	Laplacian
	1.363
	-22.8
	52.6
	60.2
	85.3
	95.1

	5
	Laplacian
	1.405
	-17.9
	18.3
	165.0
	97.6
	75.8

	6
	Laplacian
	1.804
	-20.1
	18.3
	165.0
	97.6
	75.8

	7
	Laplacian
	2.596
	-21.9
	18.3
	165.0
	97.6
	75.8

	8
	Laplacian
	1.775
	-22.9
	28.0
	-109.8
	98.6
	72.7

	9
	Laplacian
	4.042
	-27.8
	-16.6
	39.3
	88.2
	60.9

	10
	Laplacian
	7.937
	-23.6
	-2.3
	114.9
	91.2
	73.0

	11
	Laplacian
	9.424
	-24.8
	36.1
	-85.1
	104.0
	95.3

	12
	Laplacian
	9.708
	-30.0
	-46.9
	-79.4
	79.9
	53.2

	13
	Laplacian
	12.525
	-27.7
	47.2
	-34.2
	86.3
	59.1

	

	Angular Spread
	18.32
	63.25
	5.85
	8.91

	Mean Angle
	23.11
	163.05
	4.82
	-8.31


 
Table 18. UMi – Street Canyon LOS scaled CDL-D ray angles (with 30 ns DS and D2D = 100 m)
	Cluster # 
	Cluster PAS 
	Normalized Delay 
	Power in [dB] 
	AOD in [°] 
	AOA in [°] 
	ZOD in [°] 
	ZOA in [°]

	1
	Specular(LOS path)
	0
	-0.2
	0
	-180
	98.5
	81.5

	
	Laplacian
	0
	-13.5
	12.5
	-170.8
	95.2
	81.2

	2
	Laplacian
	0.035
	-18.8
	52.6
	60.2
	93.8
	95.1

	3
	Laplacian
	0.612
	-21.0
	52.6
	60.2
	93.8
	95.1

	4
	Laplacian
	1.363
	-22.8
	52.6
	60.2
	93.8
	95.1

	5
	Laplacian
	1.405
	-17.9
	18.3
	165.0
	95.1
	75.8

	6
	Laplacian
	1.804
	-20.1
	18.3
	165.0
	95.1
	75.8

	7
	Laplacian
	2.596
	-21.9
	18.3
	165.0
	95.1
	75.8

	8
	Laplacian
	1.775
	-22.9
	28.0
	-109.8
	95.2
	72.7

	9
	Laplacian
	4.042
	-27.8
	-16.6
	39.3
	94.1
	60.9

	10
	Laplacian
	7.937
	-23.6
	-2.3
	114.9
	94.4
	73.0

	11
	Laplacian
	9.424
	-24.8
	36.1
	-85.1
	95.8
	95.3

	12
	Laplacian
	9.708
	-30.0
	-46.9
	-79.4
	93.3
	53.2

	13
	Laplacian
	12.525
	-27.7
	47.2
	-34.2
	93.9
	59.1

	 

	Angular Spread
	18.32
	63.25
	0.62
	8.91

	Mean Angle
	23.11
	163.05
	4.82
	-8.31


 



Effective channel power delay profile (after beamforming) for the original CDL-B/D and scaled CDL-B/D models

[image: ]
Figure 186. Power Delay Profile for CDL-B and Indoor Office NLOS CDL-B models for Configuration 1
[image: ]
Figure 197. Power Delay Profile for CDL-B and Indoor Office NLOS CDL-B models for Configuration 2
[image: ]
Figure 208 Power Delay Profile for CDL-B and Indoor Office NLOS CDL-B models for Configuration 1
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Figure 21. Power Delay Profile for CDL-B and UMi NLOS CDL-B models for Configuration 1
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Figure 20. Power Delay Profile for CDL-B and UMi NLOS CDL-B models for Configuration 2
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Figure 22. Zoomed in view of Power Delay Profile for CDL-D and Indoor Office LOS CDL-D models for Configuration 1
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Figure 23. Zoomed in view of Power Delay Profile for CDL-D and Indoor Office LOS CDL-D models for Configuration 2
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Figure 24. Zoomed in view of Power Delay Profile for CDL-D and UMi Street Canyon LOS CDL-D models for Configuration 1
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Figure 25. Zoomed in view of Power Delay Profile for CDL-D and UMi Street Canyon LOS CDL-D models for Configuration 2
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Figure 26. Power Delay Profile for CDL-D and Indoor Office LOS CDL-D models for Configuration 1
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Figure 27. Power Delay Profile for CDL-D and Indoor Office LOS CDL-D models for Configuration 2
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Figure 28. Power Delay Profile for CDL-D and UMi Street Canyon LOS CDL-D models for Configuration 1
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Figure 29. Power Delay Profile for CDL-D and UMi Street Canyon LOS CDL-D models for Configuration 2
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Figure 7.2-1: Layout of indoor office scenarios.
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