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1.  Introduction

Over the last few months S2 has discussed the various options for the support of multimedia, currently the assumption is as follows:

 23.121 v1.0.1  section 7.4.1 

 “ For multimedia services a multimedia CC/SM protocol could be run transparently via a PDP-context or a circuit-switched connection established using GSM SM/CC which would allow transparent handover and roaming between GSM and UMTS provided that GSM supports the QoS requirements”.

This paper aims to review the reasons why the above decision was made and propose how the outstanding issues raised by the chosen approach could be addressed.

2. Background
UMTS report 22.60 defines multimedia services as follows:

Multimedia service: Multimedia services are services that handle several types of media. For some services, synchronisation between the media is necessary (e.g. synchronised audio and video). A multimedia service may involve multiple parties, multiple connections, and the addition or deletion of resources and users within a single call.

Up to now, the narrow bandwidth of wireless systems has meant that multimedia services have been largely developed in the fixed network. When considering how to apply multimedia services to UMTS it is important to consider how the fixed network supports multimedia.

There are several ways in which support for multimedia has been introduced in fixed networks. Some of these are proprietary and others are standards-based. The different approaches reflect differences in aspects such as:

· the type of bearer being used (eg PSTN, N-ISDN, B-ISDN, IP),

· the range of media services being provided (eg voice, video),

· whether or not different media streams in the same call are multiplexed over a common connection,

· how multimedia functions are split between the user-equipment and network.

Some of these different approaches to multimedia have found small-scale applications in niche markets. However recently a single approach to multimedia has started to dominate the market – particularly for multimedia to the desktop. This dominant approach could be termed “IP-based multimedia”.

A number of factors have caused IP-based multimedia to become the leading approach. These include:

· the dominance of IP-networks for wide-band public and private networking – particularly to user devices,

· the open and decentralised technical approach used which has lead to rapid evolution in capabilities and close market coupling,

· the possibility to integrate multimedia “calls” with other IP-based applications such as e-mail and WWW.

Specific examples of IP-based multimedia include:

· the ITU H.323 standard which is used by applications such as Microsoft’s NetMeeting, and

· proprietary “industry-standard” multicast applications such as RealVideo.

It is now clear that IP-based multimedia will be the basis for the overwhelming majority of multimedia traffic – now and in the foreseeable future.

Technically “IP-based multimedia” can be characterised by:

· Strong separation between the multimedia application and the data bearer (data bearers are only treated as generic pipes with known QoS).

· Implementation of many service and coding functions in the client (ie user equipment). If network nodes are required these consist of “gateway” or “gatekeeper” functions that can be deployed round the edge of a network.

· End-to-end “in-band” negotiation of  media codecs and format.

· Use of open standards that allow for rapid introduction of new technology and proprietary extensions.

To match the overall industry evolution of multimedia services UMTS should focus on support for IP-based multimedia. This is consistent with 22.60 [1] which recognises the importance of IP and proposes to separate multimedia applications from the UMTS bearers.

2.1. Multimedia Session Management Options

This section outlines the options for multimedia support considered by S2.

2.1.1 Option a - Enhance GSM call control and session management

Description in [2]: “Enhance GSM call control and session management by specifying GSM/UMTS specific procedures from H.323 or other standards”.
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Option a
2.1.2 Option b – Introduce a new multimedia protocol as a peer

Description in [2]: “For multimedia services a new CC/SM protocol could be introduced as a peer to GSM/GPRS CC/SM – possibly by reference to other standards (eg H.323).”
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Option b

 2.1.3 Option c – Use multimedia applications transparently via a PDP-context

Description in [2]: “For multimedia services a multimedia CC/SM protocol could be run transparently via a PDP-context established using GSM SM which would allow transparent handover and roaming between GSM and UMTS provided that GSM supports the QoS requirement”.
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Option c

2.2. Comparison of Options

The following table shows a subjective scoring of the three options (in the range –2 to +2) against some of the key criteria:

Criteria
a
b
c

Compatibility with IP-based multimedia
-2
-1
+2

Fixed-mobile compatibility
-2
-2
+2

Scope for future evolution
-2
-1
+2

Efficiency
+1
+1
-1

Separation of multimedia applications from UMTS bearers
-2
-2
+2

Potential for multimedia handover to GSM/GPRS
-2
-1
+1

Key reasons for selecting option ‘c’ are:

· handover to existing GSM networks, provided the required QoS is supported.
· multimedia services and application to evolve independently of the underlying layers.

· The only option which is completely compatible with fixed network multimedia standards.

3. Outstanding issues that need to be addressed.

3.1 Radio Efficiency

Radio efficiency has always been important and needs to be carefully addressed in the design of multimedia services.

Efficient use of radio resources is a result of both the codec used and the protocol used to transfer the resulting coded speech.  Both these factors need to be considered when deciding how to design multimedia services for efficient use of radio resources

3.1.1 Choice of Codecs 

Originally codecs used in multimedia protocols used much higher nominal bit rates, such as G.711 with a nominal bit rate of 64kb/s. Clearly the use of a speech codec with a nominal rate of 64kb/s for all multimedia speech services on UMTS would be impractical. Two basic approaches are possible to address this issue: 

· Use a codec with a lower nominal bit rate over the UMTS segment of the call.

· Ensure that codecs with the required lower nominal bit rate are included in popular multimedia standards.

Relying on the approach of  using a UMTS specific codec on the UMTS segment of the call and tandeming this with a different codec in the fixed segment of the call will result in a lower quality of connection due to the effect of tandeming the different codecs together. This is shown in the diagram below:

[image: image1.wmf]UE

SGSN

GSM CC

Multimedia

Enhancements

GSM SM

Multimedia

Enhancements

GSM CC

Multimedia

Enhancements

GSM SM

Multimedia

Enhancements

MSC


Example of voice quality with codec tandemming

The alternative is to ensure the required codecs for UMTS are included in multimedia standards and can therefore be used over the entire connection.  An large number of codecs exist and are included in multimedia standards ranging from G.711 with a nominal rate suitable for use over a wireless connection, G.729 with a nominal rate of 8kb/s and the ITU-T is currently working on a codec with a nominal rate of 4kb/s. GSM codecs are also included/ or proposed to be included in multimedia standards, e.g. GSM AMR in H.245.

They key issue is to work with the relevant multimedia standards groups to ensure that codecs required in UMTS multimedia (including GSM specific codecs such as GSM-AMR) are included in multimedia standards. 

Codecs have in common tight QoS requirements. It is therefore important that the QoS work in 3GPP takes these tight requirements in to account. 22.105 already include QoS requirements for speech and video amongst other services. Finalisation of the QoS requirements for these services are on the agenda of the QoS ad-hoc next week and S1 following last weeks review in SA.

3.1.2 Encapsulation of coded speech

The impact of the additional header information necessary to encapsulate the digitised speech into a format suitable for transmission over an IP network results in the following efficiencies being achieved
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Header overhead using the H.323 protocol stack

This results in the efficiencies shown in the table below

Speech codec
Frame duration
# of bytes per frame
Nominal bit-rate
# of frames per packet
Total # of bytes per IP packet
Gross bit-rate
Effective efficiency

G.711
10 ms
80
64 kb/s
1
120
96 kb/s
67 %

G.723.1
30 ms
24
6.4 kb/s
1
64
17.1 kb/s
37 %

G.729
10 ms
10
8 kb/s
1
50
40 kb/s
20 %

G.729
10 ms
10
8 kb/s
2
60
24 kb/s
33 %

G.729
10 ms
10
8 kb/s
3
70
18.7 kb/s
43 %

GSM-EFR
20 ms
31
12.4 kb/s
1
71
28.4 kb/s
44 %

Examples of effective efficiency with different speech codecs without header compression

Clearly these efficiencies need to be improved to make use in a wireless environment acceptable.

Header compression can be used to make a substantial improvement to the efficiencies that can be achieved.
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Example of header compression

The use of header compression enables the efficiencies shown in the table below to be achieved

Speech codec
Frame duration
# of bytes per frame
Nominal bit-rate
# of frames per packet
Total # of bytes per IP packet
Gross bit-rate
Effective efficiency

G.711
10 ms
80
64 kb/s
1
85
68 kb/s
94 %

G.723.1
30 ms
24
6.4 kb/s
1
29
7.7 kb/s
83 %

G.729
10 ms
10
8 kb/s
1
15
12 kb/s
67 %

G.729
10 ms
10
8 kb/s
2
25
10 kb/s
80 %

G.729
10 ms
10
8 kb/s
3
35
9.3 kb/s
86 %

GSM-EFR
20 ms
31
12.4 kb/s
1
36
14.4 kb/s
86 %

Examples of effective efficiency with different speech codecs assuming header compression to 5 bytes

4. Conclusion

Efficient used of radio resources can be achieved whilst also realising the requirement in 23.121 of Supporting multimedia transparently above UMTS. The key steps that need to be taken to achieve this are:

· Work with the relevant standards bodies to ensure that the codecs required for UMTS are included in multimedia standards.

· Acceptable effective efficiencies can be achieved when using IP as a transport with the use of  header compression.

· Ensure that the QoS provided by UMTS is adequate for the required codecs (action S2 QoS group).

