3GPP TR 28.872 V0.2.0 (2024-05)
14
Release 19

	[bookmark: page1][bookmark: specType1][bookmark: issueDate]3GPP TR 28.872 V0.2.0 (2024-05)

	[bookmark: spectype2]Technical Report
. 



	3rd Generation Partnership Project;
[bookmark: specTitle]Technical Specification Group Services and System Aspects;
Study on Management of planned configurations
[bookmark: specRelease](Release 19)

		

	[image: ]
[image: ]

	[bookmark: warningNotice]The present document has been developed within the 3rd Generation Partnership Project (3GPP TM) and may be further elaborated for the purposes of 3GPP.
The present document has not been subject to any approval process by the 3GPP Organizational Partners and shall not be implemented.
This Specification is provided for future development work within 3GPP only. The Organizational Partners accept no liability for any use of this Specification.
Specifications and Reports for implementation of the 3GPP TM system should be obtained via the 3GPP Organizational Partners' Publications Offices.





	[bookmark: page2]

	[bookmark: coords3gpp]3GPP
Postal address

3GPP support office address
650 Route des Lucioles - Sophia Antipolis
Valbonne - FRANCE
Tel.: +33 4 92 94 42 00 Fax: +33 4 93 65 47 16
Internet
http://www.3gpp.org


	[bookmark: copyrightNotification]Copyright Notification
No part may be reproduced except as authorized by written permission.
The copyright and the foregoing restriction extend to reproduction in all media.

[bookmark: copyrightDate][bookmark: copyrightaddon]© 2024, 3GPP Organizational Partners (ARIB, ATIS, CCSA, ETSI, TSDSI, TTA, TTC).
All rights reserved.

UMTS™ is a Trade Mark of ETSI registered for the benefit of its members
3GPP™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners
LTE™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners
GSM® and the GSM logo are registered and owned by the GSM Association



[bookmark: tableOfContents]
Contents
Foreword	4
Introduction	5
1	Scope	6
2	References	6
3	Definitions of terms, symbols and abbreviations	6
3.1	Terms	6
3.2	Symbols	6
3.3	Abbreviations	6
4	Concepts and background	6
5	Use cases	7
5.1	Use case #1: Managing planned configurations	7
5.1.1	Description	7
5.1.2	Potential requirements	7
5.1.3	Potential solutions	7
5.1.3.1	Potential solution #1: Data node tree	7
5.3	Use case #3: Activating planned configurations	14
5.3.1	Description	14
5.3.2	Potential requirements	14
5.3.3	Potential solutions	14
5.3.3.1	Potential solution #1: Copy plan into current configuration	14
5.3.3.1	Potential solution #2: Dedicated job for activation	15
5.4	Use case #4: Managing transactions	16
5.4.1	Description	16
5.4.2	Potential requirements	16
5.4.3	Potential solutions	16
5.4.3.1	Potential solution #1: Grouping plans into transactions	16
5.4.3.1	Potential solution #2: Creating new plans for transactions	17
5.5	Use case #5: Managing alternative planned configurations	17
5.5.1	Description	17
5.5.2	Potential requirements	17
5.5.3	Potential solutions	17
5.6	Use case #6: Conditional activation of planned configurations	18
5.6.1	Description	18
5.6.2	Potential requirements	18
5.6.3	Potential solutions	18
5.X	Use case #<X>: <Use case Title>	19
5.X.1	Description	19
5.X.2	Potential requirements	19
5.X.3	Potential solutions	19
5.X.3.i	Potential solution #<i>: <Potential Solution i Title>	19
5.X.3.i.1	Introduction	19
5.X.3.i.2	Description	19
5.X.4	Evaluation of potential solutions	19
Annex <X> (informative): Change history	20



[bookmark: foreword][bookmark: _Toc168321803]Foreword
[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall		indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should		indicates a recommendation to do something
should not	indicates a recommendation not to do something
may		indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can		indicates that something is possible
cannot		indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will		indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not		indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: _Toc168321804]Introduction
[bookmark: scope][bookmark: _Toc168321805]
1	Scope
The present document …
[bookmark: references][bookmark: _Toc168321806]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 28.532: "Management and orchestration; Management services".

[bookmark: definitions][bookmark: _Toc168321807]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc168321808]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
[bookmark: _Toc168321809]3.2	Symbols
For the purposes of the present document, the following symbols apply:

[bookmark: _Toc168321810]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

[bookmark: _Toc157755313][bookmark: _Hlk164673916][bookmark: _Hlk164679046][bookmark: _Hlk164677847][bookmark: _Hlk164680459][bookmark: _Toc168321811]4	Concepts and background
Editor’s note: This clause provides a description of concepts and background.
[bookmark: _Toc157755314][bookmark: _Toc168321812]5	Use cases
[bookmark: _Toc168321813]5.1	Use case #1: Managing planned configurations
[bookmark: _Toc168321814]5.1.1	Description
The information architecture specified in SA5 knows only one type of data node tree on a MnS producer. This data node tree includes configuration data nodes and state data nodes. When writing to configuration data nodes on a MnS producer it is normally expected that the new values are applied to the managed system. The data node tree represents hence the best information that the management system has about the current configuration really running in the managed system and the state of the managed system.
Many management problems would benefit from the possibility of creating planned configurations that are not active yet and that can be manipulated without changing the current configuration of the managed system. When ready, the planned configurations can be activated.
Planned configurations do not contain any state data, only configuration data. 
[bookmark: _Hlk168316513]Planned configurations have meta data such as a name, a description, or the date and time of the last modification.
Editor's note: Additional meta data like activation mode or states (such as NOT_VALIDATED, VALIDATING, VALIDATED, ACTIVATING, ACTIVATED) is ffs.
[bookmark: _Toc168321815]5.1.2	Potential requirements
Req-1: The 3GPP management system should support creating, reading, updating, and deleting planned configurations for managed systems.
Req-2: The 3GPP management system shall support creating, reading, updating, and deleting meta data for planned configurations.
[bookmark: _Toc168321816]5.1.3	Potential solutions
[bookmark: _Toc168321817]5.1.3.1	Potential solution #1: Data node tree
A new capability is introduced that allows to create, update, and delete planned configurations. Planned configurations can be manipulated without impacting the current configuration of the managed system. They contain only information relating to configuration data nodes. Information relating to state data nodes is omitted.
A planned configuration may include only the configuration for the part of the managed system that shall be reconfigured. For example, when a cell is to be reconfigured, the planned configuration may contain the configuration of the complete BTS supporting the cell or only the configuration of the cell itself (with required containment nodes).
A planned configuration is represented by a data node tree. The data node tree is compliant to the NRM schema that also describes the data node tree of the corresponding current configuration. The values of the configuration data nodes in the data node tree are those values with which the managed system shall be reconfigured.
Note that NRM schemas currently specified in 3GPP SA5 are OpenAPI definitions and YANG definitions.
The normal CRUD operations specified in TS 28.532 [2] are used for manipulating the data node trees of planned configurations.
Multiple alternative data node trees with planned configurations may be instantiated.
[bookmark: _Toc157755315]The planned configuration is merged into the current configuration.
The planned configurations and the current configuration need to be distinguished. The solution for this depends on the protocol.
HTTP/JSON
The path component "plans" is inserted between the path components "/{MnSName}/{MnSVersion}" and the URI-LDN. The "plans" resource shall exist on MnS producers supporting planned configurations. The "plans" resource is a collection resource.
An item of the collection resource "plans/<planId>" is created by MnS consumers using HTTP PUT. The following example demonstrates the creation of a new item of a "plans" collection resource.
	PUT 3gpp/ProvMnS/1900/plans/p1 HTTP/1.1
Host: example.org
Content-Type: application/json

{
  "name": "NewBts10Plan",
  "description": "This is the plan for the new BTS 10.",
}


After applying the creation request the collection resource for planned configurations has a new item for a planned configuration. At this point in time, it contains just the plan meta data but not the new planned configuration.
	{
  "plans": {
    "p1": {
      "name": "NewBts10Plan",
      "description": "This is the plan for the new BTS 10.",
      "lastModified": "Tue, 06 Aug 2024 16:50:26 GMT",
    }
  }
}


The data node tree of the planned configuration is described by the definition of the NRM representing the system for which is the planned configuration. The planned configuration is described by the same definition as the current data node tree. The data nodes of the planned configuration are accessed using the methods described in clause 12.1.1 of TS 28.532 [2].
The planned data node tree contains the data nodes that are to be reconfigured. Deletion of data nodes requires special consideration. Attributes and attribute fields are marked for deletion by setting their value to the literal name "null". Objects are marked for deletion by setting the value of the "attributes" container to the literal name "null". Attribute elements cannot be marked for deletion. Instead, the complete array with all items needs to be present in the planned data node tree.
The following example shows how the new item for a planned configuration created in the example above can be populated with data. In this case a new "ManagedElement" object is added to the planned configuration data tree. The empty "SubNetwork" represents an object existing in the current configuration and is required for containment purposes. The planned configuration is manipulated using HTTP PATCH with JSON Patch.
	PATCH 3gpp/ProvMnS/1900/plans/p1 HTTP/1.1
Host: example.org
Content-Type: application/json-patch+json

[
  {
    "op": "add",
    "path": "/SubNetwork=SN1",
    "value": {
      "id": "SN1"
    }
  },
  {
    "op": "add",
    "path": "/SubNetwork=SN1/ManagedElement=ME10",
    "value": {
      "id": "ME10",
      "attributes": {
        "userLabel": "Berlin NW 1",
        "vendorName": "Company XY",
        "location": "Castle Charlottenburg"
      }
    }
  }
]


After applying the request, the planned configuration looks like following.
	{
  "plans": {
    "p1": {
      "name": "NewBts10Plan",
      "description": "This is the plan for the new BTS 10.",
      "lastModified": "Tue, 06 Aug 2024 16:50:26 GMT",
      "SubNetwork": [
        {
          "id": "SN1",
          "ManagedElement": [
            {
              "id": "ME10",
              "attributes": {
                "attributes": {
                  "userLabel": "Berlin NW 1",
                  "vendorName": "Company XY",
                  "location": "Castle Charlottenburg"
                }
              }
            }
          ]
        }
      ]
    }
  }
}


To read the planned configuration "p1" a MnS consumer may send the following request.
	GET 3gpp/ProvMnS/1900/plans/p1 HTTP/1.1
Host: example.org
Accept: application/json 


The MnS producer may send the following response.
	HTTP/1.1 200 OK
Date: Tue, 06 Aug 2023 16:50:26 GMT
Content-Type: application/json

{
  "name": "NewBts10Plan",
  "description": "This is the plan for the new BTS 10.",
  "lastModified": "Tue, 06 Aug 2024 16:50:26 GMT",
  "SubNetwork": [
    {
      "id": "SN1",
      "ManagedElement": [
        {
          "id": "ME10",
          "attributes": {
            "attributes": {
              "userLabel": "Berlin NW 1",
              "vendorName": "Company XY",
              "location": "Castle Charlottenburg"
            }
          }
        }
      ]
    }
  ]
}


The next example shows how an attribute is marked for deletion.
	PATCH 3gpp/ProvMnS/1900/plans/p1/SubNetwork=SN1/ManagedElement=ME1/XyzFunction=XYZF1 HTTP/1.1
Host: example.org
Content-Type: application/json-patch+json

[
  {
    "op": "replace",
    "path": "/attributes/attrA",
    "value": null
  }
]


After applying the PATCH request the data node looks as follows in the planned configuration.
	{
  "id": "XYZF1",
  "attributes": {
    "attrA": null,
  }
}



Note that the attribute "attrA" is not deleted but only marked for deletion.
The following example shows how a planned configuration is manipulated using HTTP PATCH with JSON Merge Patch.
	PATCH 3gpp/ProvMnS/1900/plans/p1/SubNetwork=SN1/ManagedElement=ME1/XyzFunction=XYZF1 HTTP/1.1
Host: example.org
Content-Type: application/merge-patch+json

{
  "id": "XYZF1",
  "attributes": {
    "attrA": null
  }
}



Editor's note: It is ffs if meta data and configuration changes should be separated by the dedicated properties "meta-data" and "configuration-changes".
5.2.3.2	Potential solution #2: CRUD operations
In this solution a planned configuration is not represented by a data node tree. Instead, it is represented by a set of operations that, when applied to the current configuration (data node tree), transform the current configuration into the planned configuration.
HTTP/JSON
The operations are described by JSON Patch. JSON Patch is described in RFC 6902 and TS 32.158. A JSON Patch document is JSON array of JSON objects. Each object represents a single operation. Therefore, the operations in a JSON Patch document are ordered. They shall be applied sequentially in the order they appear in the array.
The first example shows how the first operation is created in a planned configuration.
	PATCH 3gpp/ProvMnS/1900/plans/p1 HTTP/1.1
Host: example.org
Content-Type: application/json-patch+json

[
  {
    "op": "add",
    "path": "/operations/-",
    "value": {
      "op": "add",
      "path": "/SubNetwork=SN1/ManagedElement=ME10",
      "value": {
        "id": "ME10",
        "attributes": {
          "userLabel": "Berlin NW 1",
          "vendorName": "Company XY",
          "location": "Castle Charlottenburg"
        }
      }
    }
  }
]


The operation in the request is stored in the planned configurations. Operations are also retrieved in that format.
	{
  "plans": {
    "p1": {
      here are some properties describing the planned configuration
      "operations": [
        {
          "op": "add",
          "path": "/SubNetwork=SN1/ManagedElement=ME10",
          "value": {
            "id": "ME10",
            "attributes": {
              "userLabel": "Berlin NW 1",
              "vendorName": "Company XY",
              "location": "Castle Charlottenburg"
            }
          }
        }
      ]
    }
  }
}


The next example shows how the value of the "location" attribute in the operation can be changed from "Castle Charlottenburg" to "Summer palace Charlottenburg".
	PATCH 3gpp/ProvMnS/1900/plans/p1 HTTP/1.1
Host: example.org
Content-Type: application/json-patch+json

[
  {
    "op": "replace",
    "path": "/operations/0/value/attributes/location",
    "value": "Summer palace Charlottenburg"
  }
]



5.2	Use case #2: Validating planned configurations
5.2.1	Description
Planned configurations may have inconsistencies or may not fit to the current configuration. Validation is the process to unveil and report these problems. Validation may make a subsequent activation of the planned configuration smoother. Validation is requested by MnS consumers and performed by MnS producers.
More specifically, validation may check for the following problems:
· Information model (protocol layer) errors: After applying the planned configuration to the current configuration the result must respect all the constraints defined in the information model, such as attribute properties or cardinality requirements. Note that some of these constrains may be expressed in the NRM schema, and some only in the stage 2 definitions of the NRM.
· Application layer errors: These are errors that do not relate to the information model, but to the related application (business logic). For example, an attribute value in the planned configuration may be in the value range allowed by the NRM schema but be not supported or not allowed in the current state of the application. Application layer errors are implementation specific.
The MnS producer should make the validation result available to MnS consumers.
5.2.2	Potential requirements
Req-1: The 3GPP management system should support a capability allowing a MnS consumer to request a MnS producer to validate a planned configuration.
Req-2: The 3GPP management system shall validate a planned configuration automatically when activation of the planned configuration is requested without prior validation.
5.2.3	Potential solutions
5.2.3.1	Potential solution #1: Dedicated job for validation
A dedicated job for validation is introduced. The input parameters to the job specify controls for the validation. The operation is asynchronous. The validation result specifies if the validation was successful or failed. For the case validation failed, one or more requested updates with problems shall be included in the result.
MnS consumers should request validation prior to activation. When a planned configuration is activated without prior activation the MnS producer shall validate the planned configuration automatically.
Editor's note: The control parameters for validation are ffs.
The following table specifies the attributes of the validation job.
	Attribute name
	Description

	request
	Validation request

	  >> planIds
	The identifiers of the plans to be validated

	  >>abc
	Other validation control parameters are ffs

	result
	Validation result

	  >> validation-state
	The validation state, either "VALIDATED" or "VALIDATION_FAILED".

	  >> error-details
	In case validation failed, error reasons are specified here.

	  >> abc
	More result parameters are ffs.



HTTP/JSON
The resource "plan-validation-jobs" is introduced at the same level as the resource "plans". Validation is requested by sending a PUT request to the resource "plan-validation-jobs/<jobId>". The plans to be activated are identified with the "planIds" property.
The validation result is made available in the resource "result".
The format of the validation result depends on the format of the planned configuration. If the format is a data node tree, then it is equal to the error response format used with (3GPP) JSON Merge Patch (clause 6.6 of TS 32.158 [?]). If the format is a set of operations, then it is equal to the error response format used with (3GPP) JSON Patch (clause 6.6 of TS 32.158 [?]).
Example:
A MnS consumer may send the following message to the MnS producer for requesting validation of the plan "p1".
	PUT 3gpp/ProvMnS/1900/plan-validation-jobs/pvj1 HTTP/1.1
Host: example.org
Content-Type: application/json

{
  "request": {
    "planIds": ["p1"]
  }
}


The validation result is made available in the resource "result". Successful validation may be advertised as follows.
	{
  "plans": {
    "p1": {...},
    "p2": {...}
  },
  "plan-validation-jobs": {
    "pvj1": {
      "request": {"planIds": ["p1"]},
      "result": {
        "validation-state": "VALIDATED",
    }
  }
}


The following examples show how this resource may look like for validation failures in the different cases.
Case 1: The planned configuration is a data node tree.
In this case the validation errors are made available in the error format used with (3GPP) JSON Merge Patch.
When an attribute is bad it may look like the following.
	{
  "plan-validation-jobs": {
    "pvj1": {
      "request": {"planIds": ["p1"]},
      "results": {
        "validation-state": "VALIDATION_FAILED",
        "error-details": {
          "type": "MODIFICATION_NOT_ALLOWED",
          "reason": "ATTRIBUTE_INVARIANT",
          "title": "The attribute field, whose value is requested to be replaced, is invariant.",
          "badAttributes": [
            "#/attributes/attrA/attrB"
          ]
        }
      }
    }
  }
}


When an object is bad it may look like the following.
	{
  "plan-validation-jobs": {
    "pvj1": {
      "request": {"planIds": ["p1"]},
      "result": {
        "validation-state": "VALIDATION_FAILED",
        "error-details": {
          "type": "REQUEST_OBJECTS_MISMATCH",
          "reason": "NEW_OBJECT_PARENT_NOT_FOUND",
          "title": "The object, below which objects are requested to be created, does not exist.",
          "badObjects": [
            "/ManagedElement=ME3/XyzFunction=XYZF1",
            "/ManagedElement=ME3/XyzFunction=XYZF2"
          ]
        }
      }
    }
  }
}



Case 2: The planned configuration is a set of operations.
In this case the validation errors are made available in the error format used with (3GPP) JSON Patch.
When an attribute is bad the "error-details" property may look like the following.
	{
  "type": "MODIFICATION_NOT_ALLOWED",
  "reason": "ATTRIBUTE_INVARIANT",
  "title": "The attribute, whose value is requested to be replaced, is invariant.",
  "badOp": "/0"
}


When an object is bad the "error-details" property may look like the following.
	{
  "type": "VALIDATION_ERROR",
  "reason": "NEW_OBJECT_CLASS_NAME_INVALID",
  "title": "The class of the new object to be created is invalid.",
  "badOp": "/1"
}


For reporting more than one problem the "otherProblems" property is used.
	{
  "type": "VALIDATION_ERROR",
  "reason": "NEW_OBJECT_CLASS_NAME_INVALID",
  "title": "The class of the new object to be created is invalid.",
  "badOp": "/1",
  "otherProblems": [
    {
      "type": "REQUEST_OBJECTS_MISMATCH",
      "reason": "NEW_OBJECTS_PARENT_NOT_FOUND",
      "title": "The parent object of the new object to be created does not exist."
      "badOp": "/2"
    }
  ]
}



[bookmark: _Toc168321818]5.3	Use case #3: Activating planned configurations
[bookmark: _Toc168321819]5.3.1	Description
Activation is the process of writing a planned configuration into the managed system, so that the new configuration is actually used by the system.
Activation may be performed in two modes:
· Best effort mode: The updates that fail simply fail without impact on the successful updates.
· Atomic mode: The complete planned configuration shall be applied to the system. If only one update fails, all updates shall not be performed.
Editor's note: More activation controls are ffs.
The MnS producer should make the validation progress and the validation result available to MnS consumers.
Instead of referencing an existing planned configuration, the configuration to be activated may be provided also together with the activation request.
Editor's note: Possibility to cancel an ongoing activation shall be added.
[bookmark: _Toc168321820]5.3.2	Potential requirements
Req-1: The 3GPP management system should support a capability allowing a MnS consumer to request a MnS producer to activate a planned configuration.
Req-2: The 3GPP management system should support a capability allowing a MnS consumer to retrieve the status of the activation process.
Req-3: The 3GPP management system should support a capability allowing a MnS consumer to retrieve the result of the activation process.
Req-4: The 3GPP management system should support a capability allowing a MnS consumer to select atomic activation or best effort activation.
Req-5: The 3GPP management system should allow multiple non concurrent activations of the same plan.
Req-6: The 3GPP management system should store the results of plan activations for later retrieval.

[bookmark: _Toc168321821]5.3.3	Potential solutions
[bookmark: _Toc168321822]5.3.3.1	Potential solution #1: Copy plan into current configuration
The planned configuration is copied into the current configuration.
A MnS consumer can discover successful updates and failed updates by comparing the planned configuration with the current configuration.
Note that this solution works only when the format of the planned configuration is a data node tree.
HTTP/JSON
The "copy" operation of JSON Patch can be used to copy the planned configuration into the activated configuration.
[bookmark: _Toc168321823]5.3.3.1	Potential solution #2: Dedicated job for activation
A dedicated job is introduced for activation.
The following table specifies the attributes of the validation job.
	Attribute name
	Description

	request
	Activation request.

	  >> planIds
	The identifiers of the plans to be activated

	  >> activation-mode
	The activation mode, either "ATOMIC" or "BEST_EFFORT".

	  >> abc
	Other activation control parameters are ffs.

	progress
	Activation progress.

	  >> abc
	Progress parameters are ffs.

	result
	Activation result.

	  >> activation-state
	The activation state, either "ACTIVATED" or "ACTIVATION_FAILED".

	  >> error-details
	In case activation failed, error reasons are specified here., Foramt is ffs.

	  >> abc
	More result parameters are ffs.



HTTP/JSON
The resource "configuration-activation-jobs" is introduced for activation. This resource is located in the resource tree at the same level as the "plans" resource.
To start a job, the MnS producer shall send a PUT request to the resource "configuration-activation-jobs/<jobId>". The plans to be activated are identified with the "planIds" property.
In case the plan to be activated has not been created yet under the "plans" resource, the "operations" property in the request shall be present (instead of the "planIds" property) and specify the plan to be activated.
The MnS producer publishes the progress of a job in the resource "progress". The result is made available in the resource "results".
Activation errors are reported using the same format as validation errors.
Editor's note: Usage of PUT or POST is ffs.
Example:
A MnS consumer may send the following message to the MnS producer for requesting activation of the plan "p1".
	[bookmark: _Hlk167872363]PUT 3gpp/ProvMnS/1900/configuration-activation-jobs/caj1 HTTP/1.1
Host: example.org
Content-Type: application/json

{
  "request": {
    "activation-mode": "ATOMIC",
    "planIds": ["p1"]
  }
}


The activation progress is made available in the resource "progress". A GET on this resource will return the progress of the job. When finished, the MnS consumer should consult the resource "</results", where the result is available.
The resources on the MnS producer may look as follows.
	{
  "plans": {
    "p1": {},
    "p2": {}
  },
  "configuration-activation-jobs": {
    "caj1": {
      "request": {
        "activation-mode": "ATOMIC",
        "planIds": ["p1"]
      },
      "progress": {},
      "result": {}
    }
  }
}


A MnS consumer can also include the plan to be activated in the activation request (rather than referring to an already existing plan). The plan is contained in the "operations" property.
	PUT 3gpp/ProvMnS/1900/configuration-activation-jobs/px HTTP/1.1
Host: example.org
Content-Type: application/json

{
  "request": {
    "activation-mode": "ATOMIC",
    "operations": []
  }
}


The resources on the MnS producer may look  as follows.
	{
  "plans": {
    "p1": {},
    "p2": {}
  },
  "configuration-activation-jobs": {
    "caj1": {
      "request": {
        "activation-mode": "ATOMIC",
        "operations": []
      },
      "progress": {},
      "result": {}
    }
  }
}


[bookmark: _Toc168321824]5.4	Use case #4: Managing transactions
[bookmark: _Toc168321825]5.4.1	Description
A transaction is a set of plans that need to be handled (validated, activated) together. For example, one plan may create a new cell and another plan may start the collection of measurements for the new cell.
The 3GPP management should enable to manage transactions.
[bookmark: _Toc168321826]5.4.2	Potential requirements
Req-1: The 3GPP management system should allow MnS consumers to manage transactions.
[bookmark: _Toc168321827]5.4.3	Potential solutions
[bookmark: _Toc168321828]5.4.3.1	Potential solution #1: Grouping plans into transactions
A transaction is described with a set of properties. The main property is the "transactionPlanIds" property that identifies the planned configurations pertaining to the transaction.
Editor's note: It is ffs if the MnS producer should enforce the concurrent activation of all plans pertaining to a transaction, or if this responsibility should be left to the MnS consumer.
HTTP/JSON
The collection resource "configuration-transactions" is introduced at the same level as the resource "planned". An item of this collection resource describes a transaction.
Editor's note: It is ffs how to apply activation control parameters to transactions. For example, is it possible that a planned configuration is activated in best-effort mode whereas another one in all-or-nothing mode?
Example:
The following example demonstrates how a new transaction is created. The planned configurations "p1" and "p2" are part of this transaction. Both need to be activated successfully to create the URLLC slice.
	POST 3gpp/ProvMnS/1900/configuration-transactions HTTP/1.1
Host: example.org
Content-Type: application/json
{
  "transactionPlanIds": [p1, p7],
  "transactionLabel": "urllcSlice",
  "transactionDescription": "This transaction creates a URLLC slice."
}


After applying the POST request, the resource structure on the MnS producer looks as follows.
	{
  "configuration-transactions": {
    "t1": {
      "transactionPlanIds": ["p1", "p7"],
      "transactionLabel": "urllcSlice",
      "transactionDescription": "This transaction creates a URLLC slice."
    }
  }
}



[bookmark: _Toc168321829]5.4.3.1	Potential solution #2: Creating new plans for transactions
In this solution a new plan is created for a transaction. This plan is built from the other existing plans that form the set of plans pertaining to the transaction.

[bookmark: _Toc168321830]5.5	Use case #5: Managing alternative planned configurations
[bookmark: _Toc168321831]5.5.1	Description
A MnS consumer may desire to create multiple alternative planned configurations on a MnS producer. The alternatives may be used for different purposes: Planned configuration may exist for example for weekdays and weekends, or for different weather conditions.
[bookmark: _Toc168321832]5.5.2	Potential requirements
Req-1: The 3GPP management system should allow MnS consumers to manage alternative planned configurations.
[bookmark: _Toc168321833]5.5.3	Potential solutions
The set of alternative planned contributions needs to be tagged with the same identifier. Each alternative may have a dedicated name and a description under which conditions the alternative is used.
HTTP/JSON
The collection resource "configuration-alternatives" is introduced at the same level as the resource "planned". An item of this collection resource describes a set of alternative planned configurations. 
Example:
The following example demonstrates how planned configurations can be grouped into a set of alternative planned configurations.
	POST 3gpp/ProvMnS/1900/configuration-alternatives HTTP/1.1
Host: example.org
Content-Type: application/json

[
  {
    "altPlanId": "p1",
    "altPlanLabel": "configurationWeekEnds",
    "altPlanDescription": "This configuration is for weekends."
  },
  {
    "altPlanId": "p2",
    "altPlanLabel": "configurationWeekDays",
    "altPlanfDescription": "This configuration is for weekdays."
  }
]


After applying the POST request, the resource structure on the MnS producer looks as follows.
	{
  "alternatives-transactions": {
    "a1": [
      {
        "altPlanId": "p1",
        "altPlanLabel": "configurationWeekEnds",
        "altPlanfDescription": "This configuration is for weekends."
      },
      {
        "altPlanId": "p2",
        "altPlanLabel": "configurationWeekDays",
        "altPlanfDescription": "This configuration is for weekdays."
      }
    ]
  }
}



[bookmark: _Toc168321834]5.6	Use case #6: Conditional activation of planned configurations
[bookmark: _Toc168321835]5.6.1	Description
A planned configuration may have to be activated automatically when certain conditions are met. For example, performance metric collection jobs or assurance functions shall be created when metrics that are always collected cross some thresholds.
[bookmark: _Toc168321836]5.6.2	Potential requirements
Req-1: The 3GPP management system should allow MnS consumers to create conditions on MnS producers that specify when planned configurations are activated.
[bookmark: _Toc168321837]5.6.3	Potential solutions
MnS consumers can specify conditions on MnS producers. Planned configurations are automatically activated when the conditions evaluate to true.
Conditions shall be specified using the exact same mechanism as the "ConditionMonitor".
HTTP/JSON
The "configuration-conditions" collection resource is introduced. Conditions are specified using Jex. When the evaluation result of the condition transits from false to true the MnS producer shall automatically create configuration activation jobs for the planned configurations specified by "planIds".
Example:
	POST 3gpp/ProvMnS/1900/configuration-conditions HTTP/1.1
Host: example.org
Content-Type: application/json

{
  "planIds": ["p1", "p7"],
  "cond1": "some Jex expression"
}


After applying the POST request, the resource structure on the MnS producer looks as follows.
	{
  "configuration-conditions": {
    "c1": {
      "planIds": ["p1", "p7"],
      "cond1": "some Jex expression"
    }
  }
}



[bookmark: _Toc168321838]5.X	Use case #<X>: <Use case Title> 
[bookmark: _Toc157755316][bookmark: _Toc168321839]5.X.1	Description
Editor’s note: This clause provides a description of the use case.
[bookmark: _Toc157755317][bookmark: _Toc168321840]5.X.2	Potential requirements
Editor’s note: This clause captures potential requirements.
[bookmark: _Toc157755318][bookmark: _Toc168321841]5.X.3	Potential solutions
[bookmark: _Toc157755319][bookmark: _Toc168321842]5.X.3.i	Potential solution #<i>: <Potential Solution i Title> 
[bookmark: _Toc157755320][bookmark: _Toc168321843]5.X.3.i.1	Introduction
Editor's Note:	This clause describes briefly the potential solution at a high-level.
[bookmark: _Toc157755321][bookmark: _Toc168321844]5.X.3.i.2	Description
Editor's Note:	This clause further details the potential solution and any assumptions made.
[bookmark: _Toc157755322][bookmark: _Toc168321845]5.X.4	Evaluation of potential solutions
Editor's Note:	This clause provides the evaluation of potential solutions.
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