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[bookmark: foreword][bookmark: _Toc151015968]Foreword
[bookmark: spectype3]This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall	indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should	indicates a recommendation to do something
should not	indicates a recommendation not to do something
may	indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can	indicates that something is possible
cannot	indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will	indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not	indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: scope][bookmark: _Toc151015969]
1	Scope
This clause shall start on a new page.
The present document focuses on IMS-based conversational AR (Augmented reality) services. AR services can overlay media (e.g., video, audio, text, etc.) on top of the user’s real perception. Conversational AR services as described by the present document typically include a bidirectional conversational A/V connection in addition to other non-real-time AR media for collaboration or communication between two or more users.
[bookmark: references][bookmark: _Toc151015970]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 26.114: "IP Multimedia Subsystem (IMS); Multimedia telephony; Media handling and interaction".
[3]	3GPP TS 26.119: "Media Capabilities for Augmented Reality".
[4]	3GPP TS 23.228: "IP Multimedia Subsystem (IMS); Stage 2".
[5]	3GPP TS 24.229: "IP multimedia call control protocol based on Session Initiation Protocol (SIP) and Session Description Protocol (SDP); Stage 3".
[6]	3GPP TS 26.565: "Split Rendering Media Service Enabler".
…
[x]	<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".
It is preferred that the reference to TR 21.905 be the first in the list.
[bookmark: definitions][bookmark: _Toc151015971]3	Definitions of terms, symbols and abbreviations
This clause and its three (sub) clauses are mandatory. The contents shall be shown as "void" if the TS/TR does not define any terms, symbols, or abbreviations.
[bookmark: _Toc151015972]3.1	Terms
For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
Definition format (Normal)
<defined term>: <definition>.
AR data: Collection of information to be exchanged among participants in a call with AR experience. It includes AR media and AR metadata.
AR media: Media (e.g., audio, video, text or image) that will be rendered by the AR-MTSI client as an overlay over the user’s real perception. This includes traditional 2D media (e.g., a 2D audio stream rendered to be perceived by the user to originate from their left side) and 3D media (e.g., spatial audio and volumetric video).
AR metadata: Data that provides information on AR media and its rendering. This includes pose, spatial descriptions and scene descriptions.
AR-MTSI client: A DCMTSI client supporting AR capabilities as defined by this specification.
AR MRF: An AR-MTSI client implemented by functionality included in the MRFC and the MRFP.
AR-MTSI client in terminal: An AR-MTSI client that is implemented in a terminal or UE. The term "AR-MTSI client in terminal" is used in this document when entities such as AR MRF is excluded.
[bookmark: _Toc151015973]3.2	Symbols
For the purposes of the present document, the following symbols apply:
Symbol format (EW)
<symbol>	<Explanation>

[bookmark: _Toc151015974]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
Abbreviation format (EW)
<ABBREVIATION>	<Expansion>

[bookmark: clause4][bookmark: _Toc151015975]4	System description
[bookmark: _Toc151015976]4.1	General
Typical conversational AR scenarios as envisioned in this document consist of an immersive AR call that may include the following conversational components: 
-	Real-time speech/audio that can comprise mono, stereo, and/or spatial audio.
-	Real-time 2D video or 360-degree video that can be rendered as rectangular or spherical overlay in the AR experience.
-	A real-time volumetric video of the user or an object that can be rendered in AR or MR.
In addition to the above conversational media, non-real-time objects may be exchanged over the data channel as well.  
Both two-party and multiparty calls are possible. The AR experience may be unidirectional, i.e., only one party receives AR media and renders it, or it may be bidirectional, i.e., both parties receive and transmit AR media. The term AR-MTSI client includes both: 
-	an AR-MTSI client in terminal which is an AR device as defined in [3] e.g., AR glasses, phone, Head Mounted Display (HMD) that has an XR Runtime for rendering an AR experience.
-	AR MRF that provides support for AR conversational services.
As an AR-MTSI client in terminal is a DCMTSI client in terminal with additional features for AR communication, the following requirements for a MTSI client terminal also apply for an AR-MTSI client in terminal:
-	the interworking requirements in clause 12 of TS 26.114 [2],
-	the jitter buffer management requirements in clause 8 of TS 26.114 [2],
-	the packet loss handling requirements in clause 9 of TS 26.114 [2],
[bookmark: _GoBack]-	the media and rate adaptation requirements in clause 10 and 17 of TS 26.114 [2], and
-	the network preference management object in clause 15 of TS 26.114 [2],
NOTE:	If an AR-MTSI client in terminal supports functionalities for MSMTSI client in terminal as specified in Annex S of TS 26.114 [2], the media and rate adaptation requirements in Annex S.8 of TS 26.114 [2] also apply for an AR-MTSI client in terminal.
[bookmark: _Toc151015977]4.2	Terminal architecture
The functional components of an AR-MTSI client in terminal with AR capabilities are shown in Figure 4.2.1. It is assumed that the AR-MTSI client has XR Runtime capabilities required for rendering AR experience, e.g., spatial localization and mapping, etc. The architecture for XR baseline client can be found in [3]. A UE may support multiple microphones, cameras or sensors. 
An AR-MTSI client supports the protocol stack of a basic MTSI client as described in clause 4.2 of [2].


Figure 4.2.1: Functional components of an AR-MTSI client in terminal
[bookmark: _Toc151015978]4.3	End-to-End Reference Architecture
The end-to-end architecture to support AR communication over IMS can be found in TS 23.228 Annex AC [4]. The following Figure 4.3.1 is a simplified version showing the media functions within the scope of this specification.
[image: A screenshot of a computer

Description automatically generated]
Figure 4.3.1: Generalized IMS DC Architecture to support AR communication
NOTE 1:	General control-related elements over Gm interface, such as SIP signalling (TS 24.229 [5]), fall outside the scope of this specification, albeit parts of the session setup handling and session control for AR conversational media over Gm interface, such as the usage of SDP and setup and control of the individual media streams between clients, are defined in this specification.
NOTE 2:	DC Application Repository may be in external DN but can also be in operator domain. The DC Application Repository holds the application(s) that can be used in AR communication sessions and is out of scope of 3GPP.

AR Application Server (AR AS):
-	AR Application Server is responsible for AR service control related to AR communication, including AR session media control and AR media capability negotiation with the UE.
NOTE 3:	AR Application Server is a specific DC Application Server and is out of scope of 3GPP.
NOTE 4:   The UE can download the AR metadata from AR AS through application data channel.
DCSF: 
-	The DCSF receives event reports from the IMS AS, and decides whether AR service is allowed to be provided during the IMS session.
MF/MRF:
-	Support AR conversational service by providing transcoding for terminals with limited capabilities. Additionally, the MF/MRF may collect spatial and media descriptions from UEs and create scene descriptions for symmetrical AR call experiences.
-	Provide remote rendering for AR-MTSI clients in terminals with limited capabilities. For remote rendering the AR-MTSI client provides pose metadata as defined in clause 6 of this specification.
IMS AS:
-	The IMS AS receives the media control instructions from the DCSF and accordingly interacts with the UE for connecting the UE's audio/video media termination to the MF/MRF [4]. 
[bookmark: _Toc151015979]5	Immersive AR Media
[bookmark: _Toc151015980]5.1	General
An AR-MTSI client supports simultaneous transfer of multiple media components with real-time characteristics. An AR-MTSI client supports the core media components in [2] for a conversational AR scenario including text, image, video and speech (also referred to as audio).
[bookmark: _Toc151015981]5.2	Speech

[bookmark: _Toc151015982]5.3	Video

[bookmark: _Toc151015983]5.4	Real-time text

[bookmark: _Toc151015984]5.5	Still images
[bookmark: _Toc151015985]6	AR Metadata
[bookmark: _Toc151015986]6.1	General
Real-time scene creation for an AR conference with two or more participants may be done by the MRF to create a symmetric experience for all participants. For an MRF to create a scene, it may request the following information from the UEs: 
-	spatial description of the space surrounding the UE e.g., the occlusion-free space around the user in which the AR media will be rendered.
-	media properties indicating the AR media that the UE will be sending, and thus have to be incorporated in the scene.
-	receiving media capabilities of the UEs, which may include
-	UE media decoding capabilities
-	UE hardware capabilities (e.g., the display resolution)
-	information based on detecting the location, orientation, and capabilities of physical world devices, eligible for usage in an audio-visual communications session
Based on this information the MRF creates a scene which includes: 
-	defining the placement of the user and the AR media in that scene, including e.g., the position, size, depth from the user, anchor type, and recommended resolution (or quality)
-	specific rendering properties for the AR media, e.g., for a 2D object to be rendered with a billboarding effect
The MRF can then share the scene with the participant UEs using a supported scene description format. This scene description may be different for different UEs.
NOTE:	The scene as sent by the MRF allows the UE to 1) select and request any related media (for example, in a quality and bitrate based on the rendering characteristics or network connection), 2) render the complete scene on a (virtual) display device, and 3) update the rendering and requested media dynamically (e.g., according to the movement and view orientation of the user).
[bookmark: _Toc151015987]6.2	Spatial descriptions
[bookmark: _Toc151015988]6.2.1	Spatial description format
[bookmark: _Toc138932775][bookmark: _Toc151015989]6.2.1.1	General
A spatial description format is used for defining the physical space around a UE in which an AR scene can be rendered. This section includes the supported formats and the method for exchanging the information between AR-MTSI clients.
[bookmark: _Toc151015990]6.2.1.2	Available visualization space and user position
An AR MRF may request an AR-MTSI client in terminal for available visualization space and initial user position for scene creation. 
The available visualization space defines an occlusion-free space around the user for rendering the AR scene as a geometric primitive. The format for available visualization space is defined in clause x of [3]. 
In addition to the visualization space the UE may share the initial pose of the user as an orientation and position, which acts as the local coordinate origin of the scene for that user. 

[Editor’s Note: Signalling for requesting and providing a user position and visualization space to be added.]
[Editor’s Note: The clause on the format defined in MeCAR will need to be aligned. Other more advanced spatial description formats are FFS.]

[bookmark: _Toc151015991]6.3	Scene descriptions
6.4	Network media rendering
[bookmark: _Toc143758551][bookmark: _Toc151015992]6.4.1	General
The AR-MTSI client in terminal supporting network media rendering shall support metadata formats for split rendering as specified in clause 8.2.2 of TS 26.565 [6]. 
[Editor’s Note: It is FFS whether AR-MTSI client in terminal specific extension is required.]
[Editor’s Note: The following clauses will potentially reference the corresponding format in TS 26.119]
[bookmark: _Toc151015993]6.4.2	Pose Format
When the network media rendering is activated, the AR-MTSI client in terminal periodically transmits a set of pose predictions to the AR AS. The pose prediction format shall conform to the payload of the message whose type is "urn:3gpp:split-rendering:v1:pose" as specified in clause 8.2.2.2 of TS 26.565 [6]. 
[bookmark: _Toc151015994]6.4.3	Action Format
The action sets and actions are negotiated during the AR media rendering negotiation. The AR-MTSI client in terminal reports any changes to action state as it occurs by sending updated actions to the AR AS after the network media rendering is activated. When the AR-MTSI client in terminal sends updated actions to the AR AS, the action format shall conform to the payload of the message whose type is "urn:3gpp:split-rendering:v1:action" as specified in clause 8.2.2.3 of TS 26.565 [6]. 

[bookmark: _Toc151015995]7	Media configurations
7.1	General
7.2	Network media rendering configuration
As specified in Annex AC.9 of TS 23.228 [4], the AR application server can provides network assisted rendering. An AR-MTSI client in terminal can decide to request network media rendering based on its status such as power, signal, computing power, internal storage, etc. The AR-MTSI client in terminal shall complete an AR media rendering negotiation with the AR AS before it initiates subsequent procedures to activate the network media rendering.
The AR media rendering negotiation between the AR-MTSI client in terminal and the AR AS shall determine the split-rendering configuration. The split-rendering configuration shall be in JSON format as specified in clause 8.4.2 of TS 26.565 [6].

[bookmark: _Toc151015996]8	AR Data Transport
[bookmark: _Toc151015997]8.1	General
[Editor’s Note: RTP-based media transport will be defined in 5G_RTP and subsequently integrated/adopted in IBACS.]
The data transport requirements for MTSI clients in terminals specified in TS 26.114 [2], clause 7, also apply for AR-MTSI clients in terminals.
[bookmark: _Toc151015998]8.2	RTP transport

[bookmark: _Toc151015999]8.3	RTCP usage

[bookmark: _Toc151016000]8.4	Data channel usage

[bookmark: _Toc151016001]9	Quality of Experience
[Editor’s Note: It is expected that the Quality of Experience requirements for MTSI clients in terminals specified in TS 26.114 also apply for terminals to be specified by this specification]
[bookmark: startOfAnnexes]
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