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Foreword
This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, certain modal verbs have the following meanings:

shall

indicates a mandatory requirement to do something

shall not
indicates an interdiction (prohibition) to do something

NOTE 1:
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
NOTE 2:
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should

indicates a recommendation to do something

should not
indicates a recommendation not to do something

may

indicates permission to do something

need not
indicates permission not to do something

NOTE 3:
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.

can

indicates that something is possible

cannot

indicates that something is impossible

NOTE 4:
The constructions "can" and "cannot" shall not to be used as substitutes for "may" and "need not".

will

indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document

will not

indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document

might
indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document

might not
indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document

In addition:

is
(or any other verb in the indicative mood) indicates a statement of fact

is not
(or any other negative verb in the indicative mood) indicates a statement of fact

NOTE 5:
The constructions "is" and "is not" do not indicate requirements.
1
Scope

The present document describes key issues and solutions for the phase 3 of the system enhancements for Edge Computing in 5GS.

This technical report will document the study of potential system enhancements for enhanced edge computing support, including:

-
Whether and how to support more efficient Edge Hosting Environment information management and related EAS Discovery:

-
Handle the edge network and EAS related information (e.g. UPF and EAS deployment information, DNAIs) locally with less impact to 5GC central NFs (e.g. central SMF) to address more flexible EAS (re)discovery/(re)selection, local UPF (re)selection.

-
Whether and how to take into account N6 Delay between the local PSA and EAS for local UPF and EAS (re)selection.
-
Whether and how to support traffic sent to/from PSA after being processed by Edge Hosting Environment, e.g. when there is no communication possibility between the local part of the DN and central part of the DN (e.g. due to usage of private IP address, lack of secure tunnel); whether and how to support traffic being routed between two EASs located in two different Edge Environments when there is no pre-established communication path between the two local part of the DNs. 
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TS 23.501: "System architecture for the 5G System (5GS)".
[3]
3GPP TS 23.502: "Procedures for the 5G System (5GS)".

[4]
3GPP TS 23.503: "Policy and charging control framework for the 5G System (5GS)".

[5]
3GPP TS 23.548: "5G System Enhancements for Edge Computing; Stage 2".
3
Definitions of terms and abbreviations
3.1
Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

4
Architectural Assumptions and Principles

Editor’s Note: This clause will document any architectural assumptions and principles.
4.1
Architecture Assumptions

The architecture in this study should be based on the following assumptions:

· The existing architecture and procedures for Edge computing as specified in TS 23.501 [2], TS 23.502 [3], TS23.503[4] and TS 23.548[5] are used as baseline for further potential enhancement;
· Roaming is not considered in this study;
· The Edge Hosting Environment (EHE) is under the control of the network of serving PLMN or a 3rd party.
4.2
Architectural Requirements

· The solutions should minimize the impact on the application layer if possible.
5
Key Issues

5.1
Key Issue #1: Enhancements for EAS (re)discovery and UPF (re)selection with reducing impact on central 5GC NFs
5.1.1
Description

This key issue is to investigate whether and how to reduce impact on central NFs when supporting EAS (re)discovery and UPF (re)selection. 
Current Edge Computing design has impact on central 5GC Control Plane NFs. For example, the 
EAS Deployment Information and local UPF information (deployment information, or load) may be changed dynamically, as a consequence, they should be updated at the central SMF. Furthermore, central SMF can also be a bottleneck point for the DNS message handling since all decision is made by the central SMF. This may also cause signalling overload across operator’s data centers for a deployment scenario where Control Plane NF(s) such as SMF is deployed in the central data center while other involving NFs (e.g. L-NEF, AF, etc.) are located in the local data center. 

In order to reduce the above mentioned impact on central SMF for the purpose of EAS (re)discovery and local UPF (re)selection, following aspects need to be studied:
-
Whether and which edge computing related information (e.g. UPF and EAS deployment information, DNAIs) can be locally managed to support EAS (re)discovery and UPF (re)selection
.
-
How to manage the above identified edge computing related information, e.g. locally, centrally or in both places.

-
Whether existing procedures (e.g. discovery, ULCL/BP, mobility and influence/exposure related procedures) suffice. If not, how to address the gap when the above identified edge computing related information is handled locally or both locally and centrally.
5.2
Key Issue #2: Enhancement of EAS and local UPF (re)selection
5.2.1
Description
Normally an edge application can be served by different EASs deployed in different sites. It is important to discover one suitable EAS to handle the edge application, especially considering that mostly the edge application have the stringent E2E delay and/or data rate requirement(s) which may depend not only on network metrics such as bandwidth and latency but also on compute metrics such as processing, storage capabilities, and capacity as indicators for EAS load. When multiple candidate paths to application service are available for selection of an optimal service instance, the topologically closest path may not always meet the service specific requirements and metrics. For instance, some of the available links may be congested. Moreover, once a discovered EAS becomes non-optimized (e.g. after the UE moves far away or excessive load on EAS), a new EAS and local PSA might need be reselected to replace the old ones to serve the UE.

In the existing design, 5GS provides support for means to determine, to report and to expose UE on-path congestions status, date rate information and round-trip delay between UE and PSA UPF. However, no means are defined to also consider above metrics on data network (e.g. N6 delay) when multiple EAS instance(s) are available for selection to provide best possible E2E user experience.
The purpose of this key issue is to investigate whether and how to enhance EAS and local UPF (re)selection considering dynamic information related to EAS (i.e., EAS load and N6 delay between the local PSA and EAS).
The following aspects shall be studied:

· How to enable 5GC and/or a third party trusted and/or non-trusted Application Function to select the most suitable local UPF and EAS considering end to end delay that includes delay between a candidate N6 interface of the 5GS and a candidate EAS, and/or potentially EAS load.
· Whether and how to define N6 delay information (e.g., RTT).
· Whether considering the EAS load is needed, and if it is needed how the information representing the EAS load would be defined. 
· For local UPF and EAS (re)selection, whether and how to take into account potentially EAS load and N6 Delay between the local PSA and EAS, including how to obtain and update the above information.

5.3
Key Issue #3: EC Traffic Routing between local part of DN and central part of DN

5.3.1
Description

In some scenarios, the application traffic may need to be first steered to Edge and processed there. After initial processing, the application traffic may still need to be further forwarded to the Application Server in the central part of DN for further processing. The application traffic may not be able to be routed directly between the EAS in the local DN and the Server in the central DN in case there is no direct connectivity between the local DN and central DN.

In such cases:

· UL traffic related to an application first routed over EC to Application Server(s) for local-processing, and then further forwarded to a remote Application Server(s) in central part of DN.

· DL traffic related to an application first routed over central part of DN for processing, then forwarded to Application Server(s) in local EC for local-processing, and finally provided to the UE.

Following aspects need to be studied:

· how to determine and route the application traffic between the EAS in the local part of DN and the Application Server in the central part of DN for both UL and DL in case there is no direct connectivity between the local DN and central part of DN;

· How is the 5GC aware of the application traffic is required to be processed at different locations? and by what order? including how to distinguish the UL/DL traffic traversing through the PSA;

· How to guarantee the QoS when the traffic transmission between local and central parts of DN;
· Whether and what information is required to be provided to make the final destination (e.g. UE, server in central part of DN) be aware of the traffic being processed by Edge Hosting Environment.

Editor’s note: the traffic routing between two local parts of DN will be addressed once the use case is clearly described.
5.X
Key Issue #X: <Key Issue Title>
5.X.1
Description

Editor’s note: This clause provides a description of the key issue.
6
Solutions

6.0
Mapping of Solutions to Key Issues
Table 6.0-1: Mapping of Solutions to Key Issues
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6.X
Solution #X: <Solution Title>
6.X.1
Key Issue mapping
Editor's Note:
This clause lists the key issue(s) addressed by this solution.

6.X.2
Description
Editor's Note: This clause will describe the solution principles and architecture assumptions for corresponding key issue(s). Sub-clause(s) may be added to capture details. 

6.X.3
Procedures
Editor's Note: This clause describes high-level procedures and information flows for the solution.
6.X.4
Impacts on services, entities and interfaces
Editor's Note: This clause captures impacts on existing and/or new 3GPP nodes and functional elements.
7
Overall Evaluation
Editor’s Note: This clause will provide evaluation of different solutions.
8
Conclusions

Editor's Note: This clause will list conclusions that have been agreed during the course of the study item activities.
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EAS FQDN and IP address information are part of EAS Deployment Information.


This seems can be covered in the following bullet






