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Foreword

This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The present document is addressing a number of topics regarding User Data Convergence evolution. Some of these topics were identified in the Rel9 work but have been delayed, others are new.

These topics are largely independent of each other and are studied separately in this document.

They will be normally addressed through the following steps:

-
a description of the topic to be addressed with its interest, the associated requirements to cover or issues to be solved

-
a description of the alternative solutions including their impact on 3GPP specifications

-
a comparison of the solutions

-
a conclusion with  recommendations.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TS 23.335: "User Data Convergence (UDC); Technical realization and information flows; Stage 2".

[3]
3GPP TS 32.181: “User Data Convergence (UDC); Framework for Model Handling and Management".
[4]
IETF RFC 4511: "Lightweight Directory Access Protocol (LDAP): The Protocol".

3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

common data: sets of permanent data where the values are common to a large number of users.
3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>
3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

Abbreviation format (EW)

<ACRONYM>
<Explanation>

4
UDC evolution topics
The list of UDC evolution topics is aligned with the topic selected in the WI S_UDCe for a study on UDC Evolution
The study on UDC evolution addresses the following topics:

-
Multiple UDRs in a network

-
Bulk data operations
-
Security aspects

-
Handling of common data

-
FE to FE communication

-
Collision detection control enhancements

-
Enhancements to subscription to notification

-
Notifications and transactions
5
Multiple UDRs in a network

The analysis of a given topic should be done, when possible, according to the following sub-clauses.
5.1

Description
For a given topic, this sub-clause may remind the requirement to satisfy, describe the problem or issue to solve , describe some use cases.
5.1.1
Introduction

In 3GPP TS 23.335[2], it is written: "In the architecture, the User Data Repository (UDR) is a functional entity that acts as a single logical repository of user data and is unique from Application Front End’s perspective". This statement may be interpreted as there is no more than one UDR in a given PLMN.

The present TR topic tries to address the assumption of multiple UDRs in a PLMN, to identify consequences and the possible impacts on existing UDC specifications.

From a practical point of view, even if the aim is to have one single logical repository, a certain number of considerations may drive to have several UDRs in a PLMN.

It should be assessed if such considerations are of interest for operators and if so, what would be the possible impacts on standardization.

5.1.2
Multiple UDRs for very large networks

For very large networks with a very large amount of users, although an UDR may be implemented in a distributed architecture and multiple database servers with geographical distribution and geographical redundancy, an operator may consider to deploy several UDRs between which it will distribute the users. It is assumed the user data of a given user is stored on only one UDR.

Regarding to application FEs, we may distinguish two cases:

1)
for clusters of HLR or HSS FEs (or application FEs behaving the same way) that are linked to only one UDR, with multiple UDRs, there would be several clusters of HLR or HSS FEs, one cluster being linked to only one UDR. It is to the interfaces between the FEs and the other core network entities to ensure the right routing of requests for a given user to the right FE cluster. Such routing is ensured by MAP or Diameter (e.g; Diameter proxies).

2)
some other application FEs, it may be somewhat different. In the example of the ANDSF covered by 3GPP TS 23.335 [2], a given ANDSF server may be contacted for any user of the network (to be checked), in that case according to the user, the ANDSF server should send a Ud request to the right UDR. Questions that appear: 

- 
is the ANDSF supporting several functional ANDSF-FEs each being connected by a Ud interface (e.g. a LDAP TCP-IP connection) to a given UDR. Then, how the ANDSF selects the right Ud interface?

- 
or is the FE concept to be extended to support several Ud interfaces towards different UDRs. There is the same routing question on how to find the right UDR.

5.1.3
Multiple UDRs when many applications

In this case, where there are many different applications each with their user data, the UDC logic would be to group all these user data into only one logical repository (UDR). An operator may want to avoid to group all these user data in a unique database, but nevertheless to use the UDC concept and to have one UDR grouping the user data of a set of applications and another one grouping user data of another set of user data etc.

Interest of such an approach for an operator should be assessed.

In principle, for a given application FE, it would only see the UDR supporting its user data, so it complies to 3GPP TS 23.335[2] statement that "UDR is unique from Application Front End’s perspective".

What can appear is that a given application has its own user data stored in a UDR and may need to access user data associated to another application (eg some HSS user data).

In this context, should such an application present two application FEs, one with a Ud interface to the first UDR, the other connected to the other UDR? The choice to use one of the functional FEs is based on the requested data, so it should not be an issue.

On the UDR side, the same user will have user data in one UDR attached to a first set of applications and other user data in other UDR(s) for other set(s) of applications. It clearly has an impact on the provisioning side as two or more UDRs may have to be provisioned for the same user.

The other point is about data that would be common to applications in the first UDR and applications in another UDR. This situation should be avoided, as it implies a synchronized management of this data.
5.2

Alternative solutions

5.2.1
Solution 1

A solution can be described with the style of a normative text so that  it can be easily copied in the TS document
5.2.2
Solution 2

5.3

Comparison of solutions
5.4

Conclusion
6
Bulk data operations
7
Security aspects
8
Handling of common data
8.1
Description and consequences of the common data concept

In a service profile, several sets of permanent data (in particular subscription data) may have the same values for a large or a very large number of users, so instead of repeating/ instantiating these sets of permanent data with the same values for each user, an important optimisation in the database resource and management is to generate a given set only once that is considered as common data, then a service profile of a given user only contains a reference or an identifier to this set of parameters. An equally important optimisation in the network resource usage is the retrieval of this common data once and stored locally by the relevant FEs such that subsequent subscription data retrievals only contain a reference to the common data.

Hereafter are presented some consequences of this common data concept in the UDC environment:

-
This concept is first applied to the UDR that will store common data. It should be considered that given the value of this concept, it is largely applied in many existing implementations and cannot be ignored in a UDR implementation.

The common data concept impacts the information and data models listed in 3GPP TS 32.181 [3] (CBIM, SpIM, AIM, CDM).

Editor’s note: impact of the common data concept in the information and data models listed in 3GPP TS 32.181 [3] to be addressed with SA5.

-
Then, the concept of common data may or not apply to FEs and is analysed in sub-clause 8.2.

8.2
Alternative Solutions

8.2.1

Solutions for FEs that are not provisioning FEs

8.2.1.1
FEs are not aware of the common data concept
In this solution, FEs are not aware of the common data concept and do not store such common data. It means that when a FE requests a user profile from the UDR, the UDR should map the necessary common data into attributes specific to this user according to the Application Data view and Application Data model mapping described in 3GPP TS 32.181 [3]. No common data references or identifiers are transmitted over Ud.

This solution assumes that such a FE has never to create, delete or modify common data.

8.2.1.2
FEs are aware of the common data concept

In this solution, FEs are aware of the common data concept., It means that a FE can accepts to receive common  data identifiers in user profile over Ud and then is able to retrieve the common data associated to this identifier, either locally if such common data have already been downloaded to the FE, or by doing a separate request to the UDR.

-
The separated downloads of common data from the UDR to the FE can be done through the Ud interface or through another interface within the scope of UDC. If it is through Ud, it may require an extension of the applicability of 3GPP TS 23.335[2] procedures to handle common data.

Editor’s note: analysis to use Ud for common data downloading into the FE or to use another interface to be addressed.

-
It has also impact on the Application Data View for which identifiers to common data shall be defined. It drives to consider the standardisation of these identifiers and of the common data when used over the Ud interface. 

Editor’s note: analysis to standardize or not the common data and their identifiers to be addressed.

-
If common data is downloaded and locally stored on a FE, the Ud subscription/notification mechanism allows the synchronisation of the common data in the FE and in the UDR.

Editor’s note: It is FFS whether the Ud subscription/notification mechanism is sufficient for common data handling.

Editor’s note: to confirm if such FEs have never to create, delete or modify common data in the UDR through Ud operations.

8.2.2

Solutions for provisioning FEs

Provisioning FEs may have to be aware of the common data concept, as many subscription data associated to a user are in fact common data. A provisioning FE when populating a user profile shall provision the identifiers referring to common data. The common data needs also to be provisioned (before any user profile provisioning referring to this common data), this provisioning can be done through the Ud interface or through another mean out of the scope of UDC. If done via the Ud interface, the provisioning FE will be able to create, delete or modify common data. It may require an extension of the applicability of 3GPP TS 23.335[2] procedures to handle common data.

Editor’s note: analysis regarding common data provisioning to be done through Ud or via another mean out of UDC scope to be addressed.

8.3
Solutions comparison

8.4
Conclusions and recommendations
9
FE to FE communication
10
Collision detection control enhancements

Assertion controls (see IETF RFC 4511 [4]) may be used by the Application Front-Ends to ensure that the UDR shall not process any data modification request unless certain condition(s) are met. Since the FEs may not include this control (i.e. any FE with the right permissions shall modify the data with no further checks performed by the UDR), based on local configuration policy, the UDR may reject a modification request for certain data if the required assertion control is not included. If included, and the condition(s) indicated in the assertion control are met, the UDR shall process the required modification. This ensures that the FE modifying specific data is managing the latest version of that data (i.e. data value managed by the FE is the most recent) 
11
Enhancements to subscription to notification
Currently, subscriptions to notifications over Ud do not allow to indicate any condition to require a notification. Hence, every time the data subscribed in the UDR changes, a notification is sent to the Front End, and the Front End possibly discards the notification if other conditions are not fulfilled.
It should be possible for an Application Front-End to request notifications about specific data changes only when certain conditions are met. The FE may indicate these conditions in the subscription request (e.g. request notifications when data A changes from value “x” to value “y” and data B contains value different from “z”).

12
Notifications and transactions
12.1
Description

3GPP TS 23.335 [2] has defined notifications used when data changes occur and transactions that allow to perform several data updates operations in one unit of interaction. But the relationship between notifications and transaction has not yet been addressed.

The 3GPP TS 23.335 [2] information flows describing the operations for creating, deleting or updating data contains a step to perform notification procedure. This notification procedure may run before, after or in parallel of sending Create, Delete or Update data answer.

When the data operations belong to a transaction, it is only at the end of the transaction and if it is successful that notifications procedures can take place. Initiating a notification procedure triggered by an operation before the end of the transaction is not possible as a rollback of the transaction may occur restoring the data to its previous state.

12.2
Alternative solutions 

Notifications generated by operations belonging to the same transaction may be notified to the relevant FEs according to the two following solutions:
-
a first solution is that the notifications generated by the various operations remains independent and sent by independent notifications messages to the relevant FEs according to their subscription;

-
the second solution is that the notifications addressed to a FE or a cluster of FEs and issued from the same transaction are grouped into only one notification built according to the associated subscription(s).

Editor’s note: it is still to be investigated if the grouping of all notifications issued from the same transaction is always achievable. 

These 2 solutions may be exclusive meaning that only one of them is applied to a UDR and all its FEs, or they may coexist, meaning that for example, in the Subscription to Notifications, a parameter indicates if the notifications issued from the same transaction shall be grouped into one notification or kept separated.

Editor’s note: further investigation still to be done about exclusive or coexisting solutions.

12.3
Solutions comparison

The main difference between the two solutions is that the second solution avoids inconsistent transitory situations for the notified FE and propagates the unit of interaction concept brought by the transaction into the notification process towards the FE.

In this example, Data A and Data B are modified through a transaction with an operation modifying Data A from value A1 to value A2 followed by another operation modifying Data B from value B1 to B2. In the first solution, the notified front end will receive a first notification where Data A has now value A2, but Data B that the FE may temporarily store will still be with value B1, which is not consistent until the FE receives the second notification with value B2 for Data B.

Another difference is that with the first solution, with a cluster of FE and according to 3GPP TS 23.335[2], the notifications may be delivered to different FEs of the cluster, although the objective could be that all the data changes made in the same transaction be notified to the same FE within a cluster.

The two solutions have different performances impacts: the first solution generates more notifications messages (requests and answers) than the second on the Ud interface. This performance impact may also be further observed on the interfaces between the Front-end and other network entities (over Map or Diameter interfaces), when each Ud notification generates a corresponding procedure over Map or Diameter.

Nevertheless the second solution requires the additional logic and processing to group the notifications into one.
12.4
Conclusions and recommendations
Editor’s note: Conclusions and recommendations to be completed. 
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