3GPP TR 23.8xy V0.2.0 (2009-09)
Technical Report

3rd Generation Partnership Project;

Technical Specification Group Services and System Aspects;

Local IP Access and Selected IP Traffic Offload;
(Release 10)

[image: image1.jpg]




[image: image2.emf] 


The present document has been developed within the 3rd Generation Partnership Project (3GPP TM) and may be further elaborated for the purposes of 3GPP.
The present document has not been subject to any approval process by the 3GPP Organizational Partners and shall not be implemented.
This Specification is provided for future development work within 3GPP only. The Organizational Partners accept no liability for any use of this Specification.
Specifications and reports for implementation of the 3GPP TM system should be obtained via the 3GPP Organizational Partners' Publications Offices.

Keywords

<keyword[, keyword]>

3GPP

Postal address

3GPP support office address

650 Route des Lucioles - Sophia Antipolis

Valbonne - FRANCE

Tel.: +33 4 92 94 42 00 Fax: +33 4 93 65 47 16

Internet

http://www.3gpp.org

Copyright Notification

No part may be reproduced except as authorized by written permission.
The copyright and the foregoing restriction extend to reproduction in all media.

© 2009, 3GPP Organizational Partners (ARIB, ATIS, CCSA, ETSI, TTA, TTC).

All rights reserved.

UMTS™ is a Trade Mark of ETSI registered for the benefit of its members

3GPP™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners
LTE™ is a Trade Mark of ETSI currently being registered for the benefit of its Members and of the 3GPP Organizational Partners

GSM® and the GSM logo are registered and owned by the GSM Association

Contents

5Foreword

1
Scope
6
2
References
6
3
Definitions, symbols and abbreviations
6
3.1
Definitions
6
3.2
Abbreviations
7
4
Architectural aspects
7
4.1
Scenarios
7
4.2
Key issues
7
4.2.1
Legal interception
7
4.2.2
QoS
8
4.2.3
Single/multiple PDN support
8
4.2.4
Deployed behind NAT
8
4.3
Architectural requirements
8
5
Architecture solutions
8
5.1
Architectural principles
8
5.2
Solution 1 – Local IP Access and Selected IP Traffic Offload solution based on traffic breakout performed within H(e)NB using a local PDN connection
9
5.2.1
Applicability
9
5.2.2
Architectural principles
9
5.2.2.1
General principles
9
5.2.2.2
Architectural functions
9
5.2.2.2.1
LIPA
10
5.2.2.2.2
SIPTO for H(e)NB
10
5.2.2.2.3
SIPTO for macro network
10
5.2.3
Architecture variants
11
5.2.4
Open architectural issues
11
5.3
Solution 2 – Local IP Access and Selected IP Traffic Offload at H(e)NB by NAT
11
5.3.1
Applicability
11
5.3.2
Architectural principles
11
5.3.3
Open issues
12
5.4
Solution 3 – GGSN allocation to offload point
12
5.4.1
Applicability
12
5.4.2
Architectural principles
12
5.4.3
Location of breakout point
13
5.4.2.1
RNC Breakout
13
5.4.2.2
HNB-GW Breakout
13
5.4.2.3
HNB Breakout
13
5.4.4
Mobility aspects of LIPA and SIPTO
13
5.5
Solution 4 – Selected IP Traffic Offload at Iu-PS
13
5.5.1
Applicability
13
5.5.2
Architectural principles
14
5.5.3
Traffic Offload Function
14
5.5.4
Offload procedure
15
5.5.5
Open issues
15
5.6
Solution 5 – Selected IP Traffic Offload solution based on local PDN GW selection
15
5.6.1
Applicability
15
5.6.2
Architectural principles
15
5.6.3
Open architectural issues
15
5.7
Solution 6 – Local Gateway based Architecture
15
5.7.1
Applicability
15
5.7.2
Architectural principles
16
5.7.3
Open issues
17
6
Evaluation
17
7
Conclusions
17
8
Impacts to normative specifications
17
8.1
General
18
8.2
23.401
18
8.3
23.060
18
8.4
23.203
18
Annex <X>: Change history
19


Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

Support of Local IP access for the Home (e)NodeB Subsystem and of Selected IP traffic offload for the Home (e)NodeB Subsystem and for the macro layer network is required in TS 22.220 [3] and TS 22.101 [2].
This Technical Report describes the following functionalities:

-
Local IP access – LIPA – to residential/corporate local network for Home (e)NodeB Subsystem;

-
Selected IP traffic offload – SIPTO – (e.g. Internet traffic) for Home (e)NodeB Subsystem;

-
Selected IP traffic offload (e.g. Internet traffic, corporate traffic) for the macro network (3G and LTE only).

The report is intended to analyse the architectural aspects to achieve these objectives and to gather the technical content until it can be included in the relevant technical specifications.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TS 22.101: "Service principles".

[3]
3GPP TS 22.220: "Service requirements for Home NodeBs and Home eNodeBs".
[4]
3GPP TS 23.203: "Policy and charging control architecture".
[5]
3GPP TS 23.060: "General Packet Radio Service (GPRS); Service description; Stage 2".
[6]
3GPP TS 23.401: "General Packet Radio Service (GPRS) enhancements for Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access".
3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

4
Architectural aspects
4.1
Scenarios
Selected IP traffic offload for the Home (e)NodeB Subsystem may support the following three scenarios:

-
Scenario 1: Home (e)NodeB Subsystem and backhaul are provided by the same operator;
-
Scenario 2: Home (e)NodeB Subsystem and backhaul are provided by different operators;

-
Scenario 3: Local Breakout point (L-PGW) for LIPA/SIPTO is located in a private address domain, e.g. behind a NAT gateway.
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Figure 4.1.1: A potential deployment case for scenario 3 where the local breakout point is behind a NAT gateway
4.2
Key issues

4.2.1
Legal interception

Editor's note: this needs to be checked with SA3.
-
Whether the Home (e)NodeB Subsystem provides Legal Intercept (LI) functionality for Local IP Access to the Home;
-
Location of Legal Intercept (LI) functionality for Selected IP traffic offload for the Home (e)NodeB Subsystem;

-
The legal interception requirements for LIPA, for SIPTO from H(e)NB Subsystem, and SIPTO from macro network can be different;
-
Whether the Mobile Operator is in charge of legal interception or whether and how to assist the Backhaul Operator to perform legal intercept (e.g., by making the Mobile Operator's Core Network aware of the IP address assigned to the LIPA or SIPTO PDN connection).
4.2.2
QoS

-
Whether QoS for LIPA and SIPTO traffic is based on static policies (no Gx to Home (e)NodeB).

4.2.3
Single/multiple PDN support

Multiple PDN support is not available in all UEs. The solutions have to consider the following cases:
-
Single PDN support: Only one PDN connection is used;
-
Multiple PDN support: Multiple PDN connections are used simultaneously.
4.2.4
Deployed behind NAT

The solutions for LIPA/SIPTO should consider the deployment scenario where the local breakout point (L-PGW) for LIPA/SIPTO is behind a NAT gateway.

4.3
Architectural requirements
The solutions for local IP access and selected IP traffic offload for Home (e)NodeB Subsystem  shall fulfil the service requirements described in TS 22.220 [3].
The solutions for selected IP traffic offload for the macro network shall fulfil the service requirements described in TS 22.101 [2].
The solutions for Selected IP Traffic Offload for macro (3G and LTE) shall fulfil the following architectural requirements:

· It shall be possible to perform traffic offload without user interaction.
· For UTRAN, the traffic offload shall be performed on or above the RNC node.

· The impact on the existing network entities and procedures by introducing traffic offload shall be minimized.
The H(e)NBs supporting LIPA shall be able to provide Intranet type access to the home based network.

NOTE:
If the home based network provides a route to other private networks or to the public internet, then these networks may be accessible via LIPA.
5
Architecture solutions

5.1
Architectural principles
The following architectural principles apply to all Local IP access and Selected IP traffic offload solutions for the Home (e)NodeB Subsystem:

-
For  traffic going through the mobile operator's Core Network, the SGW/SGSN User Plane functions are located within the Mobile Operator's Core Network;

-
Mobility management signalling between the UE and the network is handled in the Mobile Operator's Core Network;

-
Session management signalling (bearer setup, etc.) for LIPA, SIPTO traffic and traffic going through the mobile operator's Core Network terminates in the Mobile Operator's Core Network.
5.2
Solution 1 – Local IP Access and Selected IP Traffic Offload solution based on traffic breakout performed within H(e)NB using a local PDN connection
5.2.1
Applicability

This solution supports the following scenarios:

-
Local IP access for HNB and HeNB Subsystem
-
Selected IP traffic offload for HNB and HeNB Subsystem
5.2.2
Architectural principles
5.2.2.1
General principles
Common principles applying to both UMTS and EPS:

-
Separate PDN connection(s) is assumed for traffic going through the mobile operator's Core Network;
-
Pre-Rel-9 UEs that support Multiple PDN connections can simultaneously access LIPA, SIPTO and  mobile operator's Core Network PDN connections;
-
For LIPA traffic a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located within the H(e)NB; for SIPTO traffic for Macro Network, a Local P-GW function or Local GGSN function for EPS and UMTS, respectively is located on or above the RNC/eNB;
-
For  traffic going through the mobile operator's Core Network, the P-GW/GGSN is located within the core network;
-
LIPA PDN can be identified by a well-defined APN;
-
Mobility management signalling between UE and network is handled in the core network;
-
Session management signalling (Bearer setup, etc.)
 terminates in the core network;
-
Before LIPA or SIPTO PDN connection is established, the UE is authenticated, authorized and registered by the core network;

-
The paging function for LIPA/SIPTO traffic is located in the Core SGSN/MME;
-
For  active UE’s, mechanisms to optimize the routing of the EPS/UMTS bearers used for LIPA traffic is to be  studied, allowing the user plane to bypass the Core SGW and SGSN.
Additional principles applying to UMTS only:

-
(none)

Additional principles applying to EPS only:

-
(none)

5.2.2.2
Architectural functions

NOTE:
Although this section is EPC-oriented, the architectural functions respectively handled by P-GW and S-GW can be extended respectively to GGSN and SGSN in the case of GPRS core.
5.2.2.2.1
LIPA
P-GW functions for the support of LIPA services
They are a subset of the functions of the EPC PGW:

-
per UE policy based packet filtering and rate policing/shaping;

-
UE IP Address assignment;

-
Direct Tunneling between L-GW and RAN in connected mode.
These functions are included in a Local GW (L-GW) that is logically part of the Access Network (E-UTRAN or UTRAN). The L-GW for LIPA shall be located in the H(e)NB subsystem.

SGW functions for the support of LIPA services
It is FFS whether IDLE mode downlink packet buffering and initiation of network triggered service request procedure should be local to the H(e)NB, leading to two SGWs per UE (one in Core Network and one in H(e)NB subsystem or transport backhaul network), which is not in line with current TS 23.401 [6] architecture principles, or whether this function should be in the Core Network.

MME impacts for the support of LIPA services:

It is FFS whether the MME may need adaptations to the EMM and ESM procedures regarding the following functions:

-
Trigger the session management for LIPA services and authorization for using LIPA services;
-
Paging;
-
GW selection procedure for LIPA traffic.
5.2.2.2.2
SIPTO for H(e)NB

P-GW functions for the support of H(e)NB SIPTO services
They are the same as LIPA case, plus:

-
FFS: per user charging and inter-operator accounting.

These functions are included in a Local GW (L-GW). It is FFS whether the L-GW for H(e)NB SIPTO may be located in the H(e)NB or whether, mainly due to LI, charging and/or security reasons, it shall be located above H(e)NB.

Mobility-related functions are FFS.

SGW functions for the support of H(e)NB SIPTO services
Same as LIPA case.
MME impacts for the support of H(e)NB SIPTO services:

Same as LIPA case.
HeNB to Core Network control interface for H(e)NB SIPTO services:

Same as LIPA case.
5.2.2.2.3
SIPTO for macro network

P-GW functions for the support of SIPTO in macro network services
They are the same as LIPA case, plus:

-
per user charging and inter-operator accounting.

-
FFS: standard LI interfaces to LI Gateway to support LI for offload traffic.
For SIPTO traffic for macro network, a Local P-GW function or Local GGSN function for EPS and UMTS is located on or above the RNC and the eNodeB respectively.
Mobility-related functions are FFS.

5.2.3
Architecture variants

5.2.4
Open architectural issues

This section lists the open architectural issues which have been identified for this solution.

Common open issues applying to both UMTS and EPS:

-
It is FFS whether the H(e)NB provides Legal Intercept (LI) functionality;
-
It is FFS whether and how to assist the backhaul operator to perform legal intercept (e.g., by making core network aware of IP address assigned to LIPA or SIPTO PDN connection);
-
It is FFS whether Mobility (to macro-network and another H(e)NB) is supported/required for LIPA and/or SIPTO traffic;
-
It is FFS whether QoS for LIPA and/or SIPTO traffic is based on static policies (no Gx to H(e)NB).
Open issues applying to UMTS only:

-
Location of LIPA and SIPTO session management is FFS.
Open issues applying to EPS (LTE and S4-based UMTS) only:

-
Location, number and possible subset of S-GW functions (two S-GWs (in HeNB and core network) vs. one S-GW with relocation);
-
S11 interface to the HeNB to manage bearer setup for LIPA and SIPTO.
5.3
Solution 2 – Local IP Access and Selected IP Traffic Offload at H(e)NB by NAT
5.3.1
Applicability

This solution supports the following scenarios:

-
Local IP access for HNB and HeNB Subsystem
-
Selected IP traffic offload for HNB and HeNB Subsystem
5.3.2
Architectural principles

-
UEs are only required to activate one PDN connection/context for LIPA, SIPTO, and traffic going through the mobile operator's Core Network;
-
The Home (e)NodeB Subsystem has the ability to drag/insert the LIPA and SIPTO traffic from/into PDP context/bearers per operator policies (e.g. destination address);
-
There is a NAT inside the Home (e)NodeB Subsystem to ensure returning LIPA and SIPTO traffic reaches H(e)NB despite topologically incorrect source address;
-
Pre-Rel9 UEs that support single PDN connections can simultaneously access LIPA, SIPTO and the mobile operator's Core Network.
5.3.3
Open issues

For this solution, the only requirements are NAT and routing functionalities for the HNB.
The solution has the following issues as FFS:

-
How to provide Internet service continuity when a UE hands over to a macro cell is FFS, if this function is required;
-
It is FFS if the LIPA and SIPTO function needs to support NAT traversal for other home applications;
-
It is FFS on addressing the possibility that the private IPv4 address of the home IP devices conflict with operator’s services which using private IPv4 addresses;
-
Whether it is necessary or not and how to block access to Local IP access for non-CSG users at a hybrid HNB is FFS;
-
It is FFS whether paging the UE from the HNB requires a S-GW function to reside in the HNB;
-
How the solution works with IPv6 prefix translation is FFS;
-
How does the routing policy configured in the HNB work for roaming CSG members, given that the HNB does not know whether the destination address belongs to the IP services network of the roaming CSG member's HPLMN. How does the home operator enforce its routing policy?

5.4
Solution 3 – GGSN allocation to offload point

5.4.1
Applicability

This solution supports the following scenarios:

-
LIPA

-
SIPTO from the HNB Subsystem

-
SIPTO from the macro network

5.4.2
Architectural principles

In this solution, LIPA and SIPTO are enabled by the SGSN selecting a GGSN that provides enhanced (e.g. shorter) traffic routeing capabilities located within the RAN.

It is enabled by:

-
the RAN providing the SGSN with the IP address(es) of one or more GGSNs that the RAN believes offers good traffic routeing capabilities. The RAN provides this information to the SGSN at every RAN initiated Iu-ps connection establishment and, from the target RNS, at every SRNS relocation;

-
the SGSN using the information from the RAN and HSS to potentially override the normal GGSN selection algorithm; and

-
the SGSN using the permitted CSG/APN information and information supplied by the RAN to cause the release of a PDP context, if required by the service continuity restrictions, when the mobile leaves the CSG.

The SGSN reuses the Direct Tunnel functionality (from TS 23.060 [5] clause 15.6) to establish and maintain user plane connectivity. The conditions restricting the use of Direct Tunnel defined in TS 23.060 [5] also apply when determining whether local breakout can be applied.

The subscription data stored in the HSS indicate which CSGs are permitted to perform local breakout via LIPA for each of the APN subscribed, along with service continuity restrictions/permissions, the type of breakout permitted. The subscription data also indicates which CSGs are permitted to perform Internet Breakout for each of the subscribed APNs along with service continuity restrictions/permissions, the type of breakout permitted.

The RAN shall report to the SGSN the level of support for local breakout to the SGSN. The SGSN decides what level of local breakout to perform based on information received from the RAN and the whether local breakout is permitted by the subscription data. The SGSN operator shall be able to configure the Emergency APN such that Local Breakout does not endanger PS domain Emergency calls.
For dual stack PDP contexts (PDP type = IPv4v6), the assigned GGSN function shall select an IP version appropriate for the breakout connection.

5.4.3
Location of breakout point

Editor's Note:
It is FFS whether the same principles can be applied for LTE / S4 breakout.
5.4.2.1
RNC Breakout

To enable RNC breakout, the SGSN allocates a GGSN function located e.g. in or near the RNC, based on the IP address for GTP control plane received for breakout from the RNC during the Iu connection establishment. The presence at the SGSN of an IP address for GTP control plane for Internet Breakout is used as an indicator of support for breakout in the RAN. This location enables SIPTO from the macro network.

5.4.2.2
HNB-GW Breakout

To enable HNB-GW breakout, the SGSN allocates a GGSN function located e.g. in or near the HNB-GW. The HNB-GW appears as an RNC to the SGSN and as such the operation is the same as for RNC breakout 5.4.2.1. This location enables SIPTO from the HNB Subsystem.
5.4.2.3
HNB Breakout

To enable LIPA, the SGSN allocates a GGSN function located at the HNB based on the IP address for GTP control plane for LIPA received from the RAN. The presence at the SGSN of an IP address for GTP control plane for LIPA is used as an indicator of support for LIPA in the RAN. This location enables LIPA and SIPTO from the HNB.

When performing breakout at the HNB, the PCC architecture specified in TS 23.203 [4] is not supported. This requires the operator to correctly configure the HSS such that APNs which require the PCC architecture are not selected for breakout at the HNB.
5.4.4
Mobility aspects of LIPA and SIPTO

When Local Breakout is active, at all mobility events involving the core network the [source] SGSN shall re-evaluate the eligibility of Local Breakout and disconnect any PDP contexts for which the specific breakout point is no longer allowed. If one or more PDP contexts are no longer allowed for the current breakout point:

-
at intra-SGSN mobility, the SGSN shall trigger the SGSN initiated PDP context deactivation procedure; otherwise

-
at mobility to a new SGSN/MME, the target SGSN deactivate the PDP contexts determined as not applicable for local breakout.

NOTE:
The behaviour should be the same as for PS domain emergency handling for HO into a restricted area when ordinary contexts/bearers are active.
During mobility between different CSGs, the SGSN shall determine whether the CSG-ID has changed, if it has changed the SGSN shall re-evaluate whether the existing local breakout can still be applied for the target CSG.

Editor's Note:
aspects related to handover into a HNB and the need for GGSN function relocation are FFS.

5.5
Solution 4 – Selected IP Traffic Offload at Iu-PS
5.5.1
Applicability

This solution supports the following scenario:

-
Selected IP Traffic Offload for UMTS macro

-
Selected IP Traffic Offload for HNB subsystem

5.5.2
Architectural principles
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Figure 5.5.2.1: Selected IP Traffic Offload from Traffic Offload Function (TOF) deployed at Iu-PS

NOTE 1:
TOF can be a separate entity, or collocated with RNC/HNB GW.
NOTE 2:
The interface from TOF to Internet may be a subset of Gi.
The following architecture principles apply to this solution:

-
The TOF is located at Iu-PS and provides standard Iu-PS interface to the RNC and the SGSN;
-
Selected IP Traffic Offload is enabled by NAT and SPI/DPI based on operator policies at different levels (e.g. per user, per APN, per service type, per IP address, etc). The policies may be configured via e.g. OAM.

Editor's note:
The other means for TOF to get policies are FFS.

-
One PDN connection or PDP context for both offload traffic and non-offload traffic is supported, while it also allows using different PDN connections or PDP contexts for offload traffic and non-offload traffic (e.g. by selecting the traffic based on APN);
-
No impact on the quality of service continuity provided for non-offload traffic during mobility;
-
The quality of service continuity provided for offload traffic is same as it is for non-offload traffic during intra TOF mobility.
5.5.3
Traffic Offload Function
TOF includes the following functions:

NAS and RANAP message inspection to build local UE context;

SPI/DPI and Selected IP Traffic Offload policy enforcement;

Uplink traffic offload by removing GTP-U header and NAT;

Downlink traffic offload by reverse NAT and adding GTP-U header;

Charging for offloaded traffic;

Lawful Interception for offloaded traffic;

Offload traffic service continuity during intra-TOF mobility.
5.5.4
Offload procedure
· TOF inspects both NAS and RANAP messages to get subscriber information and establish local UE context.
· TOF decides the offload policy to be applied based on above information during e.g. attach and PDP context activation procedures.

· During the data transfer procedure, TOF performs necessary SPI or DPI to uplink traffic.
· TOF drags the uplink traffic out from the GTP-U tunnel and performs NAT to offload the traffic if offload policy is matched.
· TOF performs reverse NAT to the received downlink offload traffic and inserts it back to the right GTP-U tunnel.
5.5.5
Open issues

The solution has the following open issues:

-
It is FFS whether paging the UE for downlink offload traffic from the TOF is needed;
-
How the solution works with IPv6 prefix translation is FFS.
5.6
Solution 5 – Selected IP Traffic Offload solution based on local PDN GW selection

5.6.1
Applicability

This solution supports the following scenarios:

-
Selected IP traffic offload for macro network

-
Selected IP traffic offload for home (e)NodeB subsystem

5.6.2
Architectural principles

Common principles applying to both UMTS and EPS:

-
The GW selection mechanism in the MME/SGSN takes into account the location of the user for the PDN connection/PDP context activation, and selects a GW that is geographically/topologically close.

-
Selected IP traffic is offloaded at the local gateway using external IP connectivity.
5.6.3
Open architectural issues

This section lists the open architectural issues which have been identified for this solution.

-
Whether existing GW selection mechanisms need to be improved for selected IP traffic offload.
5.7
Solution 6 – Local Gateway based Architecture
5.7.1
Applicability

This solution supports the following scenarios:

-
Local IP Access for H(e)NB subsystem

-
Selected IP Traffic Offload for H(e)NB subsystem

-  
Selected IP Traffic Offload for macro network

The solution applies to both types of approaches: with separate APNs for SIPTO and non-SIPTO traffic, and also with common APN(s) for SIPTO and non-SIPTO traffic.

5.7.2
Architectural principles

Figure 5.7.2.1 shows the architectural extension proposed by this solution for the case of E-UTRAN and (macro) eNB; analogous extensions apply for the HeNB case and the UTRAN case (both NB and HNB). In the latter case, the GGSN maps onto PDN GW, and SGSN maps onto Serving GW (user plane part) and MME (control plane part).

A Local Gateway (L-GW) is co-located with the eNB. Between L-GW and PDN GW a "L-GW extension tunnel" is configured. The functions of L-GW include:

-
gateway and routing to/from external PDN (e.g. internet, enterprise or home NW), equivalent to SGi;

-
tunneling of IP packets through the extension tunnel to/from PDN GW (e.g. based on GTP, PMIP, IP in IP or other);

-
IP address handling (either IP address allocation and conveyance to PDN GW, or alternatively reception of IP address from PDN GW and NATing);

-
minimal state maintenance for mapping of traffic onto tunnels (from external PDN onto extension tunnel);

-
coordination with eNB on usage of local breakout (trigger eNB for local traffic handling);

-
decision function on usage of local breakout for uplink traffic (optionally it can be part of the eNB);

-
decision function on routing for downlink traffic (directly to eNB versus via extension tunnel); 
-
traffic monitoring and reporting function (optional): required only as a means to limit the principally assumed flat rate charging.

As visible from this list, L-GW is not a PDN GW shifted to eNB/E-UTRAN, but encompasses only minimal functionality.

[image: image5.emf] 

SGi  

S12  

S3  

S1 - MME  

PCRF  

Gx  

S6a  

HSS  

Operator's IP   Services  

(e.g. IMS, PSS etc.)  

Rx   

S10  

UE  

SGSN  

LTE - Uu  

MME  

S11  

S5  

Serving  

Gateway  

PDN  

Gateway  

S1 - U  

S4   

UTRAN  

GERAN  

(H) eNB  

Local - GW    E xtension  T unnel  

L - GW  

… added functionality  

Local Network or  Internet Packet Data  Network  

SGi  


Figure 5.7.2.1: Proposed extension of non-roaming architecture for 3GPP accesses for SIPTO and LIPA

PDN GW functionality is enhanced by:

-
establishment of extension tunnel (upon PDN connection establishment for APNs matching the criteria for local traffic),
-
traffic forwarding through extension tunnel and to/from S5/S8 tunnel,
-
IP address handling (either obtain of IP address from L-GW, or alternatively conveyance to L-GW).
Enhancements of eNB are the following:
-
provision of UE’s access state for the cell(s) served by the eNB to the L-GW, and

-
(optionally) the decision function on usage of local breakout for uplink traffic (based on APN).
The established 3GPP architecture and signaling procedures are re-used to the maximum extent possible. Specifically, the paging and mobility signaling procedures are used unchanged.
The enhanced architecture enables mobility management between 3GPP and non-3GPP accesses: since the PDN GW is always in the path when the UE leaves the eNB, the mobility support function of handover towards non-3GPP accesses can be handled by the PDN GW as usual. Such functionality does not need to be provided as part of the L-GW (or within the eNB).

Regarding charging / policy-control, it is handled by the PDN-GW in EPS as usual for non-SIPTO traffic, and for SIPTO/LIPA traffic if the UE moves away from the eNB with the anchoring L-GW. This is inline with the needs for differentiated charging/policing.

Dynamic control for LIPA/SIPTO handling in the PDN-GW is possible (it is switched on only after the extension tunnel is set up).

The architecture solves the configuration problem associated with the masses of (home)(e)NBs in a similar manner as S1-flex.

5.7.3
Open issues

-
If one and the same APN is used for SIPTO traffic and non-SIPTO traffic, the technical limitations of NAT apply
-
L-GW Selection mechanism
-
Applicability/gain of this solution for SIPTO in macro case
-
Details on simultaneous use of LIPA and SIPTO for the same UE

-
Paging handling

6
Evaluation

Editor’s Note: This section is to discuss and evaluate the architecture solutions.
7
Conclusions

Editor's note:
This section is intended to list conclusions that have been agreed during the course of the work item activities.

8
Impacts to normative specifications

Editor's note:
This section is intended to list the impacts on the existing specifications. It can be used as a placeholder to document impacts until a set of normative CRs can be generated for the selected solution(s).
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�6050r4 conflicts with 6006 regarding this change.


I have chosen to adopt the change from 6050r4.


6006 original change: "for non-LIPA traffic" to be replaced by "for traffic going through the mobile operator's Core Network".


�6050r4 conflicts with 6006 again.


I have chosen to adopt the change from 6050r4.


6006 original change: "LIPA session management…" to be replaced by "LIPA and SIPTO session management…"
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