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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The present document studies and evaluates architectural enhancements required for Group based features which include the following aspects:

· Fulfil the general group based requirements (22.368 clause 7.2.14.1)

· Fulfil the group based policing requirements (22.368 clause 7.2.14.2)

· Fulfil the group based addressing requirements (22.368 clause 7.2.14.3)

The end-to-end application layer aspects between UEs and Application servers including SCS (which can be located outside or inside the network operator's domain) are out of the scope of this study.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TS 22.368: "Service Requirements for Machine-Type Communications".

[3]
3GPP TS 23.682: “Architecture enhancements to facilitate communications with packet data networks and applications”.

3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. 
A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

Abbreviation format (EW)

<ACRONYM>
<Explanation>

4
Architectural Assumptions

Editor’s Note: This clause will describe any architectural assumptions for group based enhancements.
5
Key Issues and Solutions
5.1
Message delivery to a group of devices
5.1.1
Description

MTC applications generally involve a group of devices. Typically applications today involve more than 1000 subscriptions for a single customer. From both customer and operator points of view, there is benefit in optimized handling of groups of MTC devices.
Group based messaging can be used to efficiently distribute the same message (e.g. a trigger request) to those members of an MTC group that are located in a particular geographical area on request of the SCS.
5.1.2
Architectural Requirements
The following related requirements need to be met:

-
The network needs to provide a mechanism to distribute a group message from an SCS to those members of an MTC group located in a particular geographic area.
NOTE 1:
The geographic area for the distribution may be a cell sector, a cell, a group of cells, or PLMN. Any members of the group who are outside the geographic area won't receive the message (e.g. the device is roaming on a different network or just in a different cell in the same network). This does not affect how those inside the designated geographic area respond to the message, nor is there an expectation that the 3GPP network do anything to try to send the message to those members of the MTC group who happen to be outside the designated geographic area.
-
The group based messaging feature does not require additional new functionality for UEs that do not use this feature.

-
The system needs to support a mechanism where a UE that uses the group based messaging feature can efficiently recognize distributed group messages addressed to the UE.
NOTE 2:
The 3GPP system does not need to provide an acknowledgment of receipt of the group message by an MTC device.
-
The system needs to be able to determine if a SCS is authorized for sending a group message.
-
The system needs to be protected against overload resulting from devices responding to the distributed group message.

-
Group based messaging needs to be supported in GERAN, UTRAN, and E-UTRAN access.

Editor's note: Support for non 3GPP access such as Wi-Fi is FFS

Editor's note: Charging requirements for the group message feature are FFS.
Editor's note: Whether 3GPP system support is needed for security or whether an application layer security solution suffices with group based messaging is FFS.
Editor's note: The maximum size of the message sent to a group of device is FFS.
5.1.3
Solutions
5.1.3.1
Solution:  Group based messaging using cell broadcast
5.1.3.1.1
General
Editor's Note:
Describe the solutions. Sub-clause(s) may be added to capture details, procedural flow etc. 

Cell broadcast can be used as a solution to trigger or send a message to a group of MTC devices when the geographic area in which the devices are located is known, and/or for use cases where only the subset of devices of an MTC group have to be triggered that are located in a particular geographic area. With this solution group messages may be broadcast based on a Cell Broadcast Service (CBS) / Public Warning System (PWS) type solution as specified in TS 23.041. 

Architecture

In this architecture, the MTC-IWF acts as CBE towards a CBC. The architecture re-uses existing protocols on CBC-BSC, Iu-BC and SBc to send group message to BSC/RNC/MME. 
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Figure 8.1.3.1.1-1: CBS/PWS based group messaging architecture 

Editor’s Note: The SBc interface may need to be enhanced to support group messaging. 
An alternative implementation option may be to combine the CBC and MTC-IWF. 
Sending a group message over the Tsp reference point

With this solution a group message is received by the MTC-IWF over the Tsp interface containing group identification, geographic information and group message information, optionally the applicable RATs, optionally the number of times and frequency/rate to broadcast the trigger/message. 

Indiscriminate use of cell broadcast for group messaging could potentially cause a flood of signalling when high amounts of devices respond to the cell broadcast group message at (almost) the same time, which could cause problems for both the mobile network operator and the MTC application owner. To spread the responses of the triggered devices in time, a time window over which the responses should be randomized may be included in the group message.

Group message handling in the MTC-IWF.

If the geographic area in which the devices of the group are located is known in the IWF and if the broadcast message has to be broadcasted in this whole geographic area, the geographic area information does not have to be sent over Tsp. The MTC-IWF queries the HLR/HSS to map the external group identification received over the Tsp interface into an internal cell broadcast group identity. The MTC-IWF may also interrogate appropriate HLR/HSS to select proper CBC node to transmit the group message. CBC can also be configured in the MTC-IWF.
The MTC-IWF adds an indicator of group messaging service in the group message or uses a new message type, e.g. “trigger”, that is for the forwarding nodes, e.g. CBC, MME/BSC/RNC, or eNodeB, to differentiate the group message from other warning messages.
The MTC-IWF optionally adds a time window for randomization in the cell broadcast message body. Here, it is assumed that the MTC-IWF can override the time window for randomization of the responses that it received over the Tsp interface if deemed necessary for network protection.

The MTC-IWF sends the group message to selected CBC.
Internal cell broadcast group identity.
To address a particular MTC group the following approaches can be used for identification of an MTC group in the 3GPP operator domain:
· The cell broadcast message ID IE and,
· Optionally group identification information in the cell broadcast message body

When a dedicated message ID IE is used for group messaging, a mapping from group ID to message ID IE suffices. When multiple groups share a message ID, additional group identification information will have to be added in the message body. It is assumed that both approaches can coexist in an operator deployment. The cell broadcast architecture already contains functionality that allows UEs configured to listen/ not listen to a particular cell broadcast channel and/or cell broadcast messages with a particular message ID to ignore a message. 
When an indicator of group messaging service or a new message type is added in the group message, the forwarding nodes in 3GPP operator domain can enforce policies, e.g. load control, on the group messages which is different from warning messages that are used for PWS.
Group message handling in the CBC

The target location/area is used by the CBC to determine the Cell Broadcast Area for the CBS/PWS type trigger broadcast. The application layer content of the group message is conveyed to the CBS/PWS infrastructure with indication of trigger application, geographic area and optionally radio access nodes, and the number of times and frequency/rate to broadcast.
Group message handling in the MTC device

With this solution, an MTC device that need to be triggered by a group trigger shall be configured to listen to the correct cell broadcast channel and with the Message ID IEs, that will be used to trigger the group to which it belongs. It is assumed that for group triggering Message IDs are used that are not used with other services, to avoid impact on UEs that do not need to be triggered by a group trigger. Processing of the message body of the cell broadcast trigger takes place to process additional group information when multiple groups share a message ID IE.

Based on the received application PDU the UE performs specific actions, e.g. generate application data or establish a connection to the SCS/AS if needed.
Editor’s Note: The UE modes (idle/active CS/PS) that can detect the group trigger/message is FFS. 
In EPS, an MTC device needs to recognize a paging message for group messaging in terms of a new group indicator IE or UE identity IE. In latter case, the MTC device can be configured with one or more static group IDs for supported group messaging services or it can obtain group IDs from the network based on group ID allocation/reallocation mechanism.

Editor’s Note: If adding a new group indicator IE in paging message to avoid the power consumption issue on legacy UEs, it requires further study in RAN2 WG for evaluating impacts of the solution.
Editor’s Note: It is FFS what is the granularity of the group ID and how the network allocates/reallocates one or more group IDs in which each is associated to one 3GPP internal group identifier for a specific group messaging service.
Editor’s Note: It is FFS on how to deliver group based messaging for MTC devices in power saving mode.
Scalability

Indiscriminate use of cell broadcast for group messaging could potentially cause a flood of signalling when high amounts of devices respond to the cell broadcast message at (almost) the same time, which could cause problems for both the mobile network operator and the MTC application owner. This should be manageable by limiting the size of the groups or the geographic area in which the broadcast message is sent. Additionally, randomization of the responses can be deployed as described above. 

There is a limitation to the capacity of cell broadcast channels. Frequent usage of cell broadcast triggering for many relatively small groups in a large geographical area may overload the cell broadcast capacity. However, an operator can easily create a pricing strategy - based on the size of the geographic area – that will give an incentive to the application owner to limit the geographic area in which the broadcast message is sent. If most broadcast messages are sent in a relatively small geographic area the capacity impact is reduced. In case multiple group messages have to be sent in a particular geographic area than the available capacity can handle, the cell broadcast system can schedule these messages at a later time (i.e. messages can be queued). Possibly a priority indication can be assigned to high priority messages to affect the scheduling.
Scalability in a Multi-Operator Sharing Scenario

There may be one shared radio access network and CBC in a multi-operator scenario. For emergency broadcast services, this situation is fine due to the low frequency and limited size of broadcast messages. In commercial services, sharing a CBC brings in the potential for competitive issues related to capacity, fair share of costs, and similar issues.

These concerns can be addressed by recognizing the commercial factors in various ways. One approach is to use the number of instances of sending a broadcast trigger and the area in which they are sent as a basis for sharing costs among the operators sharing the resource. Considering issue 2, with multiple operators using this capability, the likelihood increases that capacity limits might be reached. This can be addressed through providing larger capacity CBCs. It is assumed that when multiple operators share a CBC, that inter-operator charging is done based on messages send by the customers of an operator similar to the charging of customers of the cell broadcast services by an operator.

Editor’s Note: FFS whether the message ID space that can be used for group messaging based on cell broadcast can be divided between the network-sharing partners without restricting the usability of the approach in shared networks. 

Triggering individual MTC devices

This solution targets at triggering groups of MTC devices. Given above described charging strategy, it is assumed that triggering of individual devices using cell broadcast will not be advantageous in the majority of use cases. It is assumed that other functionality in the operator network is used to trigger individual devices and that this functionality may coexist with cell broadcast triggering of group in network deployments.

Roaming support

Editor’s Note: roaming considerations for both inbound and outbound roaming are FFS. 

Charging implications

It is assumed that charging of group based messaging with this solution is based on charging of group message over the Tsp interface taking into account the message size and the geographic area in which the group message has to be distributed, and optionally the number of times a message needs to be broadcast. 

NOTE:
Charging is not based on the size of the group. 

Security implications

It is assumed that security e.g. to ensure that a group message came from the real SCS is left up to the application layer.

Editor’s Note: Whether this is acceptable is FFS. This will need to be checked with SA3. 

Editor’s Note: How to control that only UEs belonging to a certain group read respective group messages is FFS.
5.1.3.1.2
Impacts on existing nodes and functionality

Editor's Note:
Capture impacts on existing 3GPP nodes and Functional elements (e.g. UE, MME, eNB, S-GW, P-GW etc.).

The CBC must be modified to:

-
recognise group trigger/message requests and assign the message ID IE to the value(s) allocated for MTC Device triggering (group triggers/messages are differentiated from PWS warning messages by an indicator of group messaging service or a new message type for “trigger”);

-
allow the partners of a shared network (GERAN, UTRAN, E-UTRAN) to share a CBC and allow inter-operator charging similar to the charging of customers of the cell broadcast services by an operator.

· If RAT(s) is provided, forward broadcast message to CN nodes associated with requested RAT(s) in the cell broadcast area.
MTC-IWF
· set the message ID IE to the value(s) allocated for MTC Device triggering;

· add an indicator of group messaging service or indicate message type as “trigger” in the group message;

-
optionally, provide additional group identification information in the cell broadcast message body

-
optionally, add randomization window to the cell broadcast message body

-
Interface with CBC.

· Interrogate appropriate HLR/HSS to map external group identifier to internal group identifier 
· Interrogate appropriate HLR/HSS to select proper CBC to transmit the group-based messages, when needed
· Enhanced charging to support group trigger/messaging

MTC devices that are configured to receive broadcast messages will need to:

-
listen on the appropriate broadcast channel(s) for triggering messages;
-
understand the message ID(s) that are to be used by the application;

-
optionally, understand the group identification information in the cell broadcast message body

-
perform the appropriate action after being triggered;

-
MTC Devices need to have controlled access to avoid network overload

-
spread out responses over time possibly according to information received in the message.
Editor’s Note: The type of controlled access is FFS. Examples include: network provided dispersion parameters to be used by each member of the MTC group, or a hashing algorithm based on e.g., IMEI that the UE uses to offset access time. 

Impact to MME:

· Receive and process PWS type trigger request and forward to target eNBs.

Impacts to RAN:
· PWS was developed for ETWS/CMAS and did not consider commercial services. The current solution needs to be evolved and enhanced for UTRAN/EUTRAN to support commercial group based services.

· If the group message is received from the CBC or MME and recognized as group message by the indicator of group messaging service or the message type of “trigger”, the RAN broadcasts group message in the radio access network.
· If reusing PWS mechanism in EPS for group messaging, the paging message may need to add a new indicator IE of group messaging or use UE identity for group paging, which is to let the MTC device to identify the paging message for group messaging.
Editor’s Note: The optimization of paging mechanism requires further study and evaluation in RAN.
5.1.3.1.3
Solution evaluation

Editor’s Note: The benefits and cons below are not yet reviewed or agreed. They are kept here only to stimulate thought. 

Benefits

-
Solution based on existing CBS/PWS broadcast architecture to trigger groups of MTC devices when the geographic area in which the devices are located is known, and/or for use cases where only the subset of devices of an MTC group have to be triggered that are located in a particular geographic area need to be triggered.

 Cons:

-
Application needs to ensure that the UEs that need to receive the trigger have received the trigger. If some in the group did not receive the trigger, the SCS/AS/MTC Server may have to individually trigger them.

-
The Group trigger/message may have to be broadcast multiple times to aid in UEs within the group to receive the trigger.

-
Applicability of CBS/PWS is limited to the servicing PLMN.

-
Applying PWS, i.e. ETWS/CMAS, in EPS for delivering group message may cause more power consumption on legacy UEs supporting PWS if using ETWS/CMAS indicator to recognize a paging message for group messaging by the MTC devices.
-
The CBC/MME/eNodeB need to be configured with all Message IDs of supported group messaging services so as to differentiate the warning message from group messages if using Message ID as an indication of a group messaging indicator.
-
All group message solutions need to take the following into account:

-
Many devices where this would seem applicable (e.g., utilities/meters) will be aggregated behind gateways so only the gateway needs to be triggered. 

-
Routine events should be scheduled and not triggered. Emergency or non-routine events are more suitable for triggering if UEs are monitoring for broadcasts. Battery/power savings devices may be in power savings mode for long periods and not continuously monitoring for broadcasts.
NOTE:
CT1 is responsible for CBS/PWS Stage 2 in TS 23.041. SA2 will study the feasibility of a broadcast solution for group triggering/messaging and CT1 will be responsible for Stage 2 normative specifications.

NOTE: 
RAN2 is responsible for evaluating the related functionalities in RAN2 domain to reuse PWS for applying group based messaging in EPS.
5.1.4
Overall evaluation

Editor's note:
Use this section for evaluation of key issues.
5.2
Selection of delivery mechanisms for messaging to a group
5.2.1
Description

This key issue is dependent on the key issue “Message delivery to a group of devices”.
When delivering the same message to a group of devices, it is possible that different UEs that are members to the same group may have different capabilities. Moreover, message may need to be delivered across different areas of same PLMN with different capabilities, different radio access technologies or even spread across different PLMNs. 

Therefore, the following may need to be taken into account when delivering a message to a group:

-
Serving PLMN and UE capability.

-
Availability of message delivery mechanism(s) and radio access technology within the geographic area where the message needs to be delivered.

As an example, if CBS or MBMS based messaging were to be introduced, the same message to a group may need to be delivered using different delivery mechanisms e.g. for some devices using CBS, for some using MBMS, for some using unicast SMS e.g. via T4.

NOTE:
The actual possible delivery mechanisms for messaging to a group are dependent on the conclusions for key issue “Group based Messaging”.

There are two possible main approaches that can be taken into consideration, depending on how the service is exposed (e.g. via API):

-
Approach 1: The service exposed to the application server is such that the actual delivery mechanism to the devices within a group is transparent to the application server. In that case, the selection of the delivery mechanism needs to be performed within the 3GPP system.

-
Approach 2: The service exposed is such that it is up to the application server to decide how to reach devices within a group, e.g., which messaging service to use. In this case the 3GPP system may need to make available to the application service which delivery mechanism(s) are available to each device within a group. 

NOTE:
It is to be studied which approach, or combination of approaches, is appropriate for adoption.

5.2.2
Architectural Requirements
The following requirements, related to deciding how to deliver a message to a group, when more than one delivery mechanism is supported by the system, need to be met:

For Approach 1: Delivery selection performed within 3GPP system

-
The system shall be able to select how to deliver a message to a group among different group members, based on:

-
The UE capabilities.
-
The location of the UE, and the capabilities of the serving PLMN(s) in that location. 
-
The geographic area in which the message needs to be delivered.
-
The system may also consider:
-
The message size.

-
Operator’s policy or SLA agreement with application provider.

-
The system may take into consideration the amount of group members within a certain location when deciding the message delivery mechanism(s).
Editor’s note: The parameters based on which the system selects the method for delivery of a message to a group are  FFS.
For Approach 2: Available delivery mechanism(s) exposed by 3GPP system, delivery selection performed in application server
-
The system shall be able to expose all necessary information to application server regarding available delivery mechanism(s) based on:
-
The different possible message delivery mechanisms supported by the system.
-
The UE capabilities.

-
The location of the UE, and the capabilities of the serving PLMN(s) in that location. 
NOTE:
Use cases are foreseen where the application server decides the delivery mechanism(s) completely or partially based on information already available in the application server such as the UE capabilities, the location of the UEs, the geographic area in which the message has to be delivered and the possible message delivery mechanisms supported within the geographic area.
Editor’s note: The information that has to be exposed by the system to the application server for delivery of a message to a group is FFS.
For both approaches the following considerations apply:
· Each device should receive the message via only one delivery mechanism. 

5.2.3
Solutions

5.2.3.1
Solution: <Solution Title>

5.2.3.1.1
General
Editor's Note:
 Describe the solutions. Sub-clause(s) may be added to capture details, procedural flow etc. 

5.2.3.1.2
Impacts on existing nodes and functionality

Editor's Note:
 Capture impacts on existing 3GPP nodes and Functional elements (e.g. UE, MME, eNB, S-GW, P-GW etc.).

5.2.3.1.3
Solution evaluation

Editor's Note:
 Use this section for evaluation at solution level. Evaluation at key issue level is done in a separate clause.

5.2.4
Overall evaluation

Editor's note:
Use this section for evaluation of key issues.
5.3
Key issue - Group based Policy Control

5.3.1
Description

MTC applications generally involve a group of devices. Typically applications today involve more than 1000 subscriptions for a single customer. From both customer and operator points of view, there is benefit in optimized handling of groups of MTC devices.

Group based policing can be used to enforce a policy for a group of MTC devices. This allows greater flexibility to the MTC application or MTC application owner compared to individual policies for each of the devices, while at the same time ensuring the operator that the particular group of MTC devices does not unduly load the network.

5.3.2
Architectural Requirements

Editor's note:
The requirements for group based policing are FFS.
5.3.2.1
Architectural assumptions and limitations
The following are the agreed architectural assumptions for defining overall architectural requirements:

-
Policy group members are subscribed to same HPLMN

-
Policy group members are associated to the same APN. If the UE belongs to more than one policy group, then each policy group should be associated with a different APN.
NOTE:
The “Policy group members” refers to the enforcement of policy on a group of devices.
-
Roaming needs to be supported for members of a policy group.

-
Bit rate measurement and enforcement for a policy group is within a common PCEF; the same PCEF and PCRF need to be selected for all members in the group.

-
Policy group members are connected to the same P-GW/GGSN. P-GW/GGSN selection will always select the gateway in the HPLMN. Group policing function is only supported in the HPLMN.
-
Policy controls for individual policy group members should co-exist with the introduction of the new group level maximum aggregate bit rate control.

-
Solutions for group based policing should at least cater for groups of in the order of 1000 group members.
NOTE 1:
The minimum and maximum number of policy group members, which takes into account relevant core network capacity, is defined by operator.
NOTE 2:
The number of policy group members will be limited by the number of UEs that can be served by the same PCEF.
-
Group association can be with more than one policy group.

Editor's note:
Whether multiple group policies cause conflicts, what to do about such conflicts and whether resolving them through administrative means will help is FFS.                           
-
Support of dynamic policy control over the Rx interface is not required with group based policy control.

Editor's note:
The means by which a UE is associated to a policy group is FFS.

5.3.2.2
Overall architectural requirements

The following are the agreed overall architectural requirements based on the architectural assumptions listed in section 5.3.2.1:

-
A per policy group DL APN AMBR needs to be supported with group based policy control.
-
Group APN-AMBR enforcement applies only at the PCEF.
-
A per device DL APN AMBR may be supported in conjunction with group based policy control.

-
A per device UL APN AMBR may be supported in conjunction with group based policy control.
-
The system shall support to take policy actions when the per group DL APN AMBR is reached.
-
The system shall support to take policy actions when the per group UL APN AMBR is reached.
Editor's note:
How this works in relation to transport layer protocols such as TCP is FFS.                           
NOTE: 
  Signalling overload as a result of this functionality shall be avoided.
Editor's note: 
How to do policing in the uplink is FFS. Possible solutions include: per policy group UL APN AMBR, Event reporting when exceeding threshold, policing number of connections/bearers.
Editor's note: 
UEs within the group may be spread out across different eNBs, in which case enforcement of a Group APN-AMBR in the UL is only possible at the PCEF, which does not help to save radio or backhaul resources.
5.3.3
Solutions

5.3.4
Overall evaluation

Editor's note: Use this section for evaluation of key issues.
5.4
Key issue - “Group-specific NAS Level Congestion Control”

5.4.1
Description

Devices that belong to a predefined group may overload the MME by generating a large amount of NAS signalling. For example, a particular group of devices may continuously try to connect to a non-responding server and does so by repeatedly (and successfully) re-attaching to the network during the recovery phase of this particular server. This causes a significant amount of unnecessary attach procedures and depending on the number of affected devices this may disturb or even hinder the attach procedures of “other” UEs that do not relate to the failure of the MTC server. In such a scenario, the MME shall be able to distinguish attach requests originating from this group of devices which is to be identified by the proposed group identifier and to apply existing NAS level mobility management congestion control schemes, as defined in TS 23.401, to the identified UEs.

The key issue is about how the network determines that UEs belonging to a specific group are causing NAS signalling overload/congestion and not about creating new NAS congestion mitigation schemes.

NOTE: How to identify groups of devices is defined in Key issue 5.5 – Group based addressing and identifiers.
5.4.2
Architectural Requirements

The following requirements need to be met:

· The network shall be able to determine if NAS signalling overload/congestion is caused by UEs that belong to a pre-defined group and apply the existing NAS level mobility management congestion control schemes, defined in TS 23.401 to UEs that belong to this group.

Editor’s Note: It is FFS whether to support group specific congestion control per APN.
5.4.3
Solutions

5.4.3.1
MME/SGSN Implementation Dependent

5.4.3.1.1
General

How the MME/SGSN determines that UEs are causing NAS signalling overload/congestion is left as implementation dependent. Possible solutions that fall into this space include the following: (i) MME/SGSN can track NAS signalling per group and determine that members of a particular group are causing too much NAS signalling, (ii) the OAM system informs the MME/SGSN. The OAM system may learn about this e.g. by knowing that the server that serves a particular group of UEs has gone down. The determination of NAS signalling overload/congestion is at an individual MME/SGSN granularity and does not require joint detection across multiple MMEs/SGSNs.

Editor’s Note: It is FFS how to detect and handle periods of temporary NAS signalling peaks.

Editor’s Note: It is FFS how the MME/SGSN determines the membership of devices to groups and depends on the solution to Key Issue 5.5 Group based addressing and identifiers.

5.4.3.1.2
Impacts on existing nodes and functionality

MME/SGSN is enhanced to determine that NAS signalling overload/congestion is being caused by UEs that belong to a specific group and apply the existing NAS mobility management congestion scheme to this group of UEs. This is an internal MME/SGSN functionality and does not impact any interfaces.
5.4.3.1.3
Solution Evaluation
5.4.4
Overall evaluation

5.5
Key issue - Group based addressing and identifiers
5.5.1
Description

Applications generally involve a group of devices. Typically applications today involve more than 1000 subscriptions for a single customer. From both customer and operator points of view, there is benefit in optimized handling of groups of devices.

Group based addressing and identifiers are essential to support group based features such as delivery of group messaging and group policing.

5.5.2
Architectural Requirements

The following group addressing and identifiers related requirements need to be met:

· The network needs to support the ability to group subscriptions together.

· It needs to be possible for the network to determine whether a subscription is a member of a specific group or not (e.g. using the respective group identifier).

· It needs to be possible for the network to address the individual devices within a group.

NOTE: A device can belong to more than one group.

· It needs to be possible for Group Identifiers to be unique within a PLMN. 
· It needs to be possible for Group Identifiers to be independent of specific set of group features. As an example group identifiers used for identifying users belonging to a group for delivery of message(s) to the group can be different from group identifiers used for policing.
5.5.3
Solutions

5.5.4
Overall evaluation

6
Conclusions

Editor's Note:
This clause is intended to list conclusions that have been agreed during the course of the work item activities. This should also capture the guiding principles and documentation approach for creating CRs to normative specifications within the responsibility of SA2.
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