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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

This document captures the study result of possible system enhancements to support applications that communicate with devices that are not reachable for a long period over the 3GPP IP connectivity and being able to support large number of such devices in the system without negatively affecting the system performance. 

In addressing the above, the following problem is studied:

-
Downlink access for devices that are not reachable for a long period and the problems associated with such devices (e.g. packet discard when the UE sleeps, frequent retransmissions, load on the CN network, waste of radio resources and UE power when the network unnecessarily conveys retransmit packets, etc.). This study may propose and evaluate enhancements to the 3GPP system. Depending on conclusions, the study may also propose 3GPP enablers to be used by the service layer e.g. defined by other SDOs for downlink access to devices that are not reachable for a long period.

Different application layer protocols used within the M2M ecosystem have different requirements and characteristics with respect to acceptable end-to-end delay, round trip time, persistence in retransmissions, etc. The result of this study may include general recommendations for application layers how to use the 3GPP accesses for better application performance and optimal core and radio network efficiency thereof. 
2
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For a specific reference, subsequent revisions do not apply.

-
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3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. 
A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

<ACRONYM>
<Explanation>

4
Scenarios
Editor’s Note: Scenarios where optimizations may be needed and motivation why. 
4.1
Scenario A: Downlink packet transmission to UE applying power saving function

Editor’s Note: Description of a scenario where optimization is considered and motivation for the optimization.
It is observed that the current system has the following behavior

-
When downlink data arrive for a UE that is in ECM-IDLE mode, at least one IP packet is buffered in the SGW and the UE is paged. When the UE responds to the paging, the buffered IP packet(s) are transmitted to the UE. If there is no paging response within an SGW implementation specific period of time, the packets are discarded.

-
When downlink data arrive for a UE that is in a power saving state e.g. PSM (Power Saving Mode), the IP packets are immediately discarded in the SGW. No paging is done of the UE (see footnote 
)

-
In other cases, when the UE may be temporarily unavailable, e.g. in extended idle mode DRX, the IP packet buffered in the S-GW would frequently be discarded before the UE paging response.
The issues that the packet discard behaviour of the current system may lead to are:

-
Higher load on the network

-
Difficulty to reach devices that use power saving functions

-
Applications required to handle frequent transmission failures of transport protocols.

-
Frequent use of device triggering at network initiated communication with devices using power saving functions

And in particular for the cases where the device is reachable again in a reasonable amount of time the current behaviour may lead to: 

-
Application layer attempts which may be out of sync with the actual UE availability, which would cause extended latency to reach the UE or lack of reachability; 

-
Difficulty to reach devices that use extended DRX, that could make cellular a less preferred choice, for example for Internet-of-Things and MTC applications.
Higher load on the network are caused by the retransmission schemes (see footnote 
) applied by transport protocols to ensure a successful transmission of packets. Each retransmitted packet needs to be forwarded by the operator core network and packet backbone. It may generate additional Downlink Data Notification signalling between the SGW and the MME, and may require potential storage resources in the SGW. Of course the retransmission of transmitted packets also consumes additional resources at the sender side, i.e. the application server. Higher load on the network will also be caused by application servers that after retransmission timeout fallback to device triggering over the Tsp interface when there is no response from the UE. This network load consists of the signalling and processing to deliver the device trigger SMS to the UE when it becomes active again.

Difficulty to reach devices that use power saving functions is an issue that could make cellular a less preferred choice, for example for Internet-of-Things and MTC applications. The 3GPP power saving functions are designed for a maximum energy saving in constrained devices. Hence the power saving period may, depending on application, be quite long e.g. several minutes or hours. The transport protocol’s retransmission schemes are not designed to handle such long response times and will therefore not help for reaching the device.

A specific case of difficulty to reach devices that use power saving functions is when the sending application server is not using the Tsp interface or other SMS interface, i.e. device triggers cannot be sent. In those cases, network initiated communication with devices may not be possible at all e.g. if the active time is short and the power saving intervals long.

Applications required to handle frequent transmission failures of transport protocols. Devices minimize power consumption by using short active windows and long power saving intervals. Applications that transmit IP data to the UE may experience frequent transmission failures. The tasks of the application can take long time or fail to finalize and the application need to be tolerant to potentially very long processing times and increased failure rates.

Frequent use of device triggering at network initiated communication with devices using power saving functions may begin to crystallize within the application developer community. Device triggering is a useful feature in some situations, e.g. when the UE IP address is unknown, the UE is behind a closed NAT or firewall etc, but it may also generate significant load in terms of network signalling and processing. In situations where UE IP connectivity is established, the UE IP address is known and a NAT or firewall isn’t blocking downlink packet transmission, it is more efficient to send data on the IP connectivity and avoid device triggering. Especially for applications constrained by cost and low operator ARPU, it should be preferential to avoid high usage of device triggering for a large number of MTC devices.
4.2
Scenario B: Coordination of maximum latency between the application and the network
Editor’s Note: Description of a scenario where optimization is considered and motivation for the optimization.
4.2.1
Description

Different MTC applications have different maximum latency requirements. “Maximum latency” is, from the application point of view, the time elapsed from the moment that an AS application sends DL data to a 3GPP constrained device on an existing IP connection, until the device has received the DL data. High latency typically occurs for the initial DL packets for a UE not being in ECM-CONNECTED mode and applying a power saving function. Contributors to the latency are for example Power Saving Mode and Extended long DRX. 

The maximum latency requirement is highly application dependent. For example for a device that measures and controls a water flow, a response time (i.e. maximum latency) of 1 hour may be sufficient for increasing or reducing the water flow. For another device that measures and controls a gas flow, a response time of 1 minute may for example be required in order to switch off the gas in case of emergency. This maximum latency requirement the application has need to be communicated to the network. The network needs this maximum latency information to set parameters correctly for the different affected mechanisms e.g. the PSM. 

Potential Solutions for this Scenario should state if they are applicable to multi-application environments or not. 
[image: image3] 

Figure 4.2-1:   An IP connection with a certain maximum latency property between two application peers   
4.2.2
General considerations for solutions to this scenario

A prerequisite for this scenario is that it is possible to set parameters in the 3GPP network for the different power saving mechanisms in order to obtain a specific maximum latency characteristic of the IP connection. Applications having a maximum latency requirement are expected to inform the network about their requirement. Applications may also inform the 3GPP network about a change of the current maximum latency requirement, e.g. due to a changed application state or changed conditions. The overall goal with informing the network of the maximum latency requirement is to minimize total power consumption in the device. 

For constrained devices having multiple applications with different maximum latency requirements, it is assumed that the lowest maximum latency is applied for the used IP connection(s).
5
Potential solutions 

Editor’s Notes: 
Description of optimizations to address a scenario in clause 4. A complete solution should also include a documentation approach for creating CRs to normative specifications within the responsibility of SA2
5.1
Solution 1: Enabler for coordination of SCS/AS initiated downlink transmission

Editor’s Note: Include a paragraph at the beginning explaining which Scenario the Solution addresses.

5.1.1
Description

This solution is an optimization for Scenario A (clause 4.1).

For some use cases it may be beneficial to handle the high latency of power saving devices on the application level by waiting with the transmission until the device becomes active. If the application can be notified when a device becomes active and can be reached over the IP connectivity, the application can start a packet transmission in the “active window”, make the communication with the device without delay and finalize the subsequent application processing promptly. This would allow a simple application logic, no or a minimum number of retransmissions, minimized load on the network and the radio interface, minimum energy consumption in the device and also a minimum of required processing at the sending side (i.e. the SCS/AS).

This approach for handling the high latency of devices is not in conflict with an optimization of DL transmission to power saving devices by buffering, but they work well together as complementary approaches. In fact, buffering may even be a prerequisite when extreme synchronization is required e.g. when Extended DRX is used for power saving. 

5.1.2 
Impacts on existing nodes and functionality

5.1.3
Evaluation

5.2
Solution 2: DL data buffering in SGW

5.2.1
Description

This solution is an optimization for Scenario A (clause 4.1).

This solution is valid e.g. to cater for congestion situations, for temporary loss of coverage, or for UE's in a power saving state in ECM-IDLE like PSM or eDRX.

For cases where the expected temporary unavailability for DL data reachability is compatible with the application layer and transport protocols delay tolerance, it may be worthwhile to buffer DL data in the SGW so that when the UE is available again, the data can be immediately delivered. 

NOTE: 
How the network decides or knows the delay tolerance of application layer and/or transport protocols is not covered in this procedure. Examples of how the network could base its decision to enable this solution are: use of a specific APN, subscription information, configuration, etc. 

The solution is based on the MME/SGSN deciding to allow packets to be buffered for up to a certain maximum amount of time T in the SGW. This maximum amount of time T may be related e.g. to an assumed delay tolerance to temporary loss of reachability (if it is not too long compared to the protocol used for triggering characteristic delay tolerance), to an extended DRX timer or to a Periodic TAU/RAU timer (e.g. for PSM when this is geared to some not too long time with no reachability, e.g. in the order of e-DRX timers or a bit longer). It is in general assumed that this time is not too long.

Editor’s note: It is FFS whether it is useful and if the MME can help the SGW to decide how many packets it makes sense to store for a UE, i.e. a recommendation of the number of DL packets a SGW should attempt to store for a UE, by sending to the SGW some additional information.
The MME/SGSN, when it receives a DDN, would check whether this optimization for HL communications is applicable. If so, it would immediately return a DDN ACK with the request to store packets for up to a DL buffering time T. The SGW then buffers the DL packet(s) and waits to be triggered at a subsequent time to establish the S1-U/S12/Iu bearers for the UE, or if time T has elapsed, the SGW may at any time discard all buffered packets. Whilst there are packets in the buffer or the timer T is running, the SGW does not issue any additional DDN upon receiving any additional DL packet for the same UE. And if more than a SGW decided amount of packets are received, the SGW also starts discarding packets. Figure 5.x.1-1 illustrates the mechanism, with an application on the network side sending a downlink packet in the user plane. 
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Figure 5.2.1‑1
0. The solution applies when the UE is in ECM-IDLE and is potentially temporarily unavailable, e.g., the UE is in PSM, or extended idle mode DRX. 

1. The S-GW receives a DL packet for the UE from the P-GW.

2. The S-GW sends DDN to MME and starts local timer, as per current Rel-12 specifications.

3. The MME detects the UE for which it received the DDN is in a power saving state or may be temporarily unreachable, e.g. it is in PSM or idle mode with extended DRX cycle, and decides to instruct the S-GW to temporarily buffer the DL packet. 

4. The MME sends a DDN Ack with new message cause "DL buffering Requested ", a “DL Buffering duration T”, and "Additional parameters" which may assist the SGW to handle buffering of DL packets more accurately .  The "DL Buffering duration T" which is stored in the MM context should be set as follows:

a. In case of extended DRX, it is a value no shorter than the extended DRX cycle.

b. In case of PSM, it is a value no shorter than the time remaining for the next expected periodic TAU from the UE.

Editor's Note: the need of the "additional parameters" is FFS
5. The S-GW then attempt to store up to a certain amount of DL packets, and starts timer T for this device. 

Editor's Note: the need for the MME to control the amount of packets to buffer in the SGW is FFS
6. The MME establishes the E-RABs by performing Initial context setup procedure the next time the UE initiates a NAS procedure, e.g.: 

a. 
In the case of extended DRX, the MME pages the UE, and when the UE replies to paging by initiating service request procedure (potentially after some prolonged time), the bearers are established following normal procedures as described in TS 23.401clause 5.3.4. 

b.
In the case of PSM, when the UE initiates periodic TAU (TS 23.401 clause 5.3.3), or service request due to MO data (TS 23.401 clause 5.3.4). The MME establishes the E-RABs if the UE initiates a TAU procedure after passing the new message cause " DL buffering Requested", "in step 4 to the SGW. 

In both cases, the UE may initiate TAU procedure with S-GW relocation. That case is covered is Figure 5.x.1-2.

7. When the S-GW receives the modify bearer request from the MME (during either service request procedure or TAU procedure), if time T is still running,  it stops the timer T, and delivers the buffered DL packet(s).

8. Bi-directional data communication is possible. 

The value T may be selected based on subscriber requirements or vertical application requirements. Subscriber requirements or vertical application requirements may also drive the PSM state duration or the eDRX duration. If neither PSM nor eDRX were used, then the value T may be linked to a delay tolerance by applications only (e.g. due to temporary loss of coverage).

Editor's Note: the following topic here below is for further study: buffered packets forwarding at SGW relocation
Upon TAU/RAU, a SGW change could happen. It is to be studied whether the packets buffered in the old SGW should be forwarded to the new SGW, e.g. as shown in Figure 5.x.1-2 for the case of an inter-MME TAU procedure, whereby: 

-
the old MME/SGSN indicates to the new MME/SGSN whether DL data forwarding is required (Step 5); 

-
if so, the new MME/SGSN requests the new SGW to assign a temporary IP address and TEID for data forwarding (step 7); 

-
this addressing information is then provided to the new MME/SGSN and new SGW (steps 10, 11, 18);

-
the old SGW forwards the buffered DL packets and then send End Marker packets to indicate no more data will be forwarded (Step 22).
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Figure 5.2.1‑2
5.2.2 
Impacts on existing nodes and functionality

Impact is on the:

MME/SGSN:

· Decide to instruct S-GW to buffer DL data based on detecting the UE is in a power saving state or may be temporarily unreachable  and that buffering applies.

· Signalling impact in DDN Ack. 

· Establish E-RABs if UE performs TAU if message cause "DL buffering Requested " was passed to SGW.
SGW: 

· Handle buffering based on MME/SGSN control.

· Signalling impact in DDN Ack.  

Editor’s note: The list of impacts may not yet be complete.

5.2.3
Evaluation

5.3
Solution 3: Reusing MONTE solution 1

5.3.1
Functional Description
This is a solution for Scenario A mainly for a UE which is adopting Power Saving Mode, when the SCS/AS is able to use AESE/MONTE feature. The solution 1 ‘Monitoring via HSS’ for MONTE in TR 23.789 is reused to inform UE reachability to SCS/AS. If a SCS/AS wants to send downlink data to a sleeping UE (i.e. the UE is adopting Power Saving Mode), the SCS/AS registers ‘UE reachability’ monitoring event via API in order to detect delivery availability. Then the SCS/AS can send MT data only when the UE is reachable. 
6
Evaluation
Editor’s Note: Evaluation of potential solutions in section 5 and comparisons when needed.
7
Conclusion
Editor’s Note: List of conclusions of the study. A solution for a scenario may be concluded and recommended for standardization before the whole study is finalized. 
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� TS 23.401 subclause 4.3.5.2, which states that the PPF flag shall be cleared when the Activity Time expires. With the PPF clear, the MME does not page the UE in E-UTRAN coverage and shall send a Downlink Data Notification Reject message to the Serving GW when receiving a Downlink Data Notification message from the Serving GW. Subclause 5.3.4.3 then specifies that the Serving GW shall empty its packet buffer (discard buffered packets) when the Downlink Data Notification Reject message is received.


� Some examples: CoAP/UDP/IP will by default repeat each transmitted packet max 4 times. MQTT-SN/UDP/IP will repeat each transmitted packet max 2-3 times. TCP will by default repeat the initial SYN packet 3 times. XMPP, MQTT and HTTP all use TCP for their transport.
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