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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

The objective of this Technical Report is to study and define system enhancements for user plane congestion management based on the stage-1 normative requirements defined in 3GPP TS 22.101 [3] for User Plane congestion management. 

Based on the technical analysis, any needed enhancements/updates to 3GPP functions and interfaces will be identified.

Normative specifications will be developed based on the conclusions of this Technical Report. 

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TR 41.001: "GSM Release specifications".

[3]
3GPP TS 22.101: "Service principles".

[4]
3GPP TS 23.060: " General Packet Radio Service (GPRS); Service description; Stage 2".

[5]
3GPP TR 23.800: "Study on Application Based Charging; Stage 2".

3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

RAN user plane congestion: RAN user plane congestion occurs when the demand for RAN resources exceeds the available RAN capacity to deliver the user data for a period of time. RAN user plane congestion leads, for example, to packet drops or delays, and may or may not result in degraded end-user experience.

NOTE 1: 
Short-duration traffic bursts is a normal condition at any traffic load level, and is not considered to be RAN user plane congestion. Likewise, a high-level of utilization of RAN resources (based on operator configuration) is considered a normal mode of operation and might not be RAN user plane congestion.

NOTE 2: 
RAN user plane congestion includes user plane congestion that occurs over the air interface (e.g. LTE-Uu), in the radio node (e.g. eNB) and/or over the backhaul interface between RAN and CN (e.g. S1-u).

User-impacting congestion: User-impacting congestion occurs when a service that is delivered to a user over the default bearer or a dedicated bearer does not meet the user’s expected service experience due to RAN user plane congestion. The expectation for a service delivery is highly dependent on the particular service or application. The expected service experience may also differ between subscriber groups (e.g. a premium subscriber may have higher expectations than a subscriber with the cheapest subscription). RAN resource shortage where the RAN can still fulfil the user expectations for a service delivery is not considered to be user-impacting congestion; it is rather an indication for full RAN resource utilization, and as such a normal mode of operation.

NOTE 3: 
It is up to the operator to determine when a service satisfies the user’s expected service experience.
3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

4
Assumptions and Architectural Requirements

4.1
Assumptions
Editor’s Note: This clause will define the underlying assumptions of the work.

4.2 
Architectural Requirements 

Editor’s Note: This clause will define the architectural requirements based on the normative stage-1 requirements defined in TS 22.101. 

5
Key Issues

Editor’s Note: For each key issue identified, the clause will capture the “General description and assumptions” (sub-clause 1). Different architecture solutions to address the key issues will be documented in Clause 6.

Editor’s Note: The key issues defined in this clause are intended to help the architecture solution definition (e.g. by providing some guidelines for the solution descriptions). It is not expected that all the key issues defined here are relevant for all solutions. Solutions defined in Clause 6 shall clearly define which of the key issues they cover and address.

5.1
Key Issue #1: RAN User Plane congestion mitigation
5.1.1
General description and assumptions
The majority of mobile data traffic (e.g. Internet or over-the-top services traffic) is currently delivered over the default bearers. This key issue addresses aspects how the system can effectively mitigate RAN user plane congestion in order to overcome the negative impact on the perceived service quality for such data traffic.

The congestion mitigation measures include traffic prioritization, traffic reduction and limitation of traffic, and shall be able to manage user plane traffic across a range of variables including the user’s subscription, the type of application, and the type of content. 

A key challenge for congestion mitigation is to support subscribers with different service requirements (e.g. premium, flat rate or roaming users) and application traffic with different traffic characteristics (e.g. long-lived and short-lived traffic flows) without increasing the system-wide signalling overhead significantly. 
The following aspects should be considered by a solution addressing this key issue:

-
The type of congestion mitigation measures, i.e. QoS/QoE control/adjustment through traffic prioritization, traffic reduction or traffic limitation based on the congestion status. 

-
The location of congestion mitigation measures (e.g. in UE, in RAN, in Core, in both, or in connected IP networks such as IMS or Packet-switched Streaming Service).

-
The criteria to decide which flows will be subject of traffic mitigation measures (e.g. the user’s subscription class, the type of application or the type of content).

-
The information that are needed to effectively enforce the mitigation measure (e.g. the RAN congestion status, the impacted users, the type of traffic – e.g. attended vs. unattended) and how this information could be obtained.

NOTE: Depending on the congestion mitigation measure and enforcement point, different information is needed. 

-
The way operators are able to control congestion mitigation through policies.

5.2
Key Issue #2: RAN User Plane congestion awareness

5.2.1
General description and assumptions
NOTE 1: This key issue does not exclude any solution proposal; solution proposals that do not require any form of RAN user plane congestion awareness do not need to address this key issue.
NOTE 2: Congestion awareness means awareness of congestion onset, continuance and abatement.
In order to address RAN user plane congestion, the following system capabilities are required according to TS 22.101 [3]:

-
allow the network “to adjust the QoS of existing connections/flows and apply relevant policies to new connections/flows depending on the RAN user plane congestion status and the subscriber's profile”;

-
allow the network “to reduce the user plane traffic load (e.g. by compressing images or by adaptation for streaming applications)” based on RAN congestion status and according to operator policies; and

-
allow the network “to limit traffic from operator-controlled and/or third-party services based on RAN user plane congestion status for a UE”.
Editor’s Note: It is FFS how to derive architecture requirements from this system level requirements.

To support these system capabilities, some network elements outside the RAN may need to become aware of the congestion status. 
The following aspects should be considered by solutions that propose some form of RAN congestion awareness:

-
Where in the network is awareness of RAN user plane congestion required?

-
What information on the congestion (e.g. severity of congestion, etc.) is required to enforce appropriate mitigation measures?

-
Which level of granularity for congestion awareness is required?

-
In case the congestion status needs to be reported from the RAN towards other system entities:

-
What is congestion and how is it detected?

-
How often and when does the congestion status need to be indicated? 

NOTE 3: Short-term congestion should not be indicated.

-
What information needs to be indicated (e.g. severity of congestion or cell information), also taking into account the balance between signalling/processing overhead and benefits (e.g. preciseness)?

-
How is the congestion status be indicated, i.e. in the user plane or in the control plane) and over which interfaces?
5.3
Key Issue #3: Differentiated treatment for non-deducible service data flows in case of RAN user plane congestion

5.3.1
General description and assumptions

A very common way of dealing with RAN user plane congestion is to throttle certain customers and/or application data flows to preserve higher priority traffic. This requires the ability to enforce per subscriber and/or per application QoS policies.

To some extent the current 3GPP QoS architecture already supports this feature. To that purpose a combination of the following mechanisms can be used:

· Different QCI values, with different Priority levels, can be allocated to the bearers (in particular the default bearer) opened by different classes of subscribers. As an example the operator could use QCI 8 for the default bearer of a “premium” subscriber and QCI 9 for the default bearer of a “basic” subscriber.

· Different applications, or different data flows exchanged by a specific application (e.g. video, audio, file sharing and chat), can be mapped to different bearers. As an example, for a specific class of subscribers, or for any subscriber, the operator could map Internet applications like browsing, ftp and peer-to-peer file sharing to the default bearer, and use dedicated bearers with higher priority for data flows, like for example media streaming, that would benefit of preferential treatment in case of congestion in RAN.

With this approach differentiated treatment for specific applications, or application data flows, in case of RAN user plane congestion can be achieved if such applications, or application data flows, can be mapped to separate bearers; unfortunately this is problematic for applications exchanging data flows for which Service Data Flow (SDF) templates cannot be deduced. Non-deducible SDFs cannot be described by SDF templates or can be described by SDF templates but these SDF templates cannot be applied to unambiguously or efficiently control the application traffic. Applications with non-deducible SDFs are for example those using (potentially many) very short-lived parallel UDP and/or TCP data flows, for which service data flow filters detected via ADC (Application Detection and Control) rules are too short-lived to allow PCC system to control them using SDF templates. Other examples can be found in section 5.1 of 3GPP TR 23.800 [5].
Based on current specifications, for applications with non-deducible SDFs mapping different applications, or application data flows, to different bearers to achieve traffic handling differentiation is possible using predefined PCC rules provisioned into the PCEF, but this approach has the following limitations:

· It only works in the downlink direction.
· It requires application detection to be performed by the PCEF. Deployment scenarios where application detection is performed by a TDF are not supported.

· Roaming scenarios with local-breakout are not supported.
The target of this key issue is to study possible solutions to achieve differentiated treatment in case of congestion in RAN for applications, or application data flows, with non-deducible SDFs. Solutions addressing this key issue should allow for traffic handling differentiation in both uplink and downlink direction and should support scenarios with TDF as well as roaming with local-breakout.
NOTE 1:
What is the feasible level of granularity for traffic handling differentiation depends on the application and the transport layer on which the application is layered. For example differentiating the treatment of individual application data flows is not feasible for the applications that multiplex multiple data flows over a single TCP connection, because slowing down or dropping segments for one of the data flows would cause head-of-line blocking for all other data flows sharing the same TCP connection.

NOTE 2:
Whether there are use cases of operator’s interest requiring support for differentiated treatment of application data flows multiplexed over a single TCP or UDP flow is to be determined. 

5.4 
Key Issue #4: Video delivery control for congestion mitigation
5.4.1
General description and assumptions

Mobile network operators identify mobile video as one of the main contributing factors to congestion in mobile networks.
Reducing the rate of video applications during congestion periods is a very effective congestion mitigation measure and can reduce the traffic load in a congested RAN significantly. It should be noted that various approaches exist to reduce video flow rates in the network today, ranging from simple bandwidth limitation or scheduling for adaptive video applications (e.g. DASH) to explicit rate adaptation using CDN, video transcoding or change of manifest file(s) for adaptive streaming protocols. The most appropriate approach depends on the precise video application (e.g. adaptive versus non-adaptive video codecs) and transport protocol (e.g. TCP vs. UDP).

The 3GPP community continues to support the existing end-to-end adaptive bitrate video streaming technologies, specifically 3GP-DASH defined by 3GPP and also adopted by MPEG.
Since the user’s service experience depends a lot on the video flow rate (e.g. low rates result typically in a poor service experience), it is important that the operator can control according to the subscription level what delivery rate it provides for a particular user under a certain load situation. For example, during a low congestion period, an operator may still want to offer its gold level subscribers a very good video service experience, whereas a certain reduction of the video quality is acceptable for silver and bronze level subscribers (e.g. the next lower video codec). However, when the congestion becomes more severe, the operator may also want to limit the video flow rate of its gold level subscribers somehow, while still maintaining a better video quality than for its silver and bronze level subscribers.

This key issue is about how the operator can manage (based on RAN, Core Network and/or application layer mechanisms) the delivery of individual video application flows, according to the user’s subscription level and current RAN congestion level. Solutions for different video application types (adaptive and non-adaptive) and transport protocols (TCP and UDP) are considered.

NOTE 1: Interaction of potential solutions with existing end-to-end adaptation mechanisms (TCP, DASH etc.) should be documented. 

NOTE 2: If different solutions for different video application types are adopted, the network shall be able to identify the type of traffic and the correct mitigation measure.
5.5
Key Issue #5: Uplink Traffic Prioritization

5.5.1
General description and assumptions
One key aspect of RAN congestion mitigation is the capability for the system to prioritize certain traffic. There are two types of prioritization:
1.
Per-flow prioritization: 

-
It should be possible to identify, differentiate and prioritize uplink traffic from different applications in order to provide these applications with appropriate service quality during RAN user plane congestion.
2.
Per-user prioritization:

-
It should be possible to prioritize uplink traffic from different users based on subscription type, e.g., differentiate between traffic generated/received by gold users vs. normal users.
There are certain applications that generate much traffic in the uplink direction, like peer-to-peer applications, gaming, video conferencing, etc. Solutions should be considered for both uplink traffic and downlink traffic. If different solutions are used for UL and for DL, coexistence of the solutions should be evaluated. For instance, solutions could allow that a bi-directional data flow receives equal priority (e.g. high/low) in both uplink and downlink, particularly for the case when both directions are congested. Similar applies for per-user prioritization.
For uplink, techniques for per-user prioritization and per-flow prioritization may be performed in different entities. For instance, the eNB could perform per-user prioritization, since it is in charge of providing UL scheduling grants to each UE, while the UE may be involved in performing per-flow prioritization based on operator/NW instructions.  

6
Solutions
Editor’s Note: This clause is intended to document architecture solutions. Each solution should clearly describe which of the key issues it covers and how. 
6.1
Solution 1: CN-based solutions for RAN user plane congestion
6.1.1
General architectural requirements 
The following is the list of architectural requirements to address RAN user plane congestion by CN-based solutions:

1. 
The network shall support RAN user plane congestion information transfer from the RAN to the Core Network. 

2. 
The solutions shall specify the RAN user plane congestion information sent to the Core Network.

3. 
The Core Network shall be able to use the RAN user plane congestion information in order to select and apply congestion mitigation measures for addressing the RAN user plane congestion. 

NOTE: 
Usage of RAN user plane congestion information will be described as part of the CN-based solution’s description, e.g., optimization over all flows/users in a cell.
4. 
The solutions shall address UE mobility aspects. 

5. 
The solutions shall address roaming UEs. 
6. 
The solutions should avoid additional overload in the network (e.g. signalling overload).

7. 
The solutions should document interaction aspects between RAN, CN and transport layer/application layer congestion mitigation measures, if applicable. Performance aspects (e.g., measurement averaging time) may be provided.

8. 
The solutions should document whether the mitigation measures are applicable for uplink and/or downlink traffic.
6.1.2
General description, assumptions and principles

This solution addresses key issues #1 and #2 on congestion mitigation and congestion awareness. If not indicated otherwise, the term “congestion” refers to “RAN user plane congestion”. The solution is based on the following principles:

Congestion Detection:

P1) The RAN informs relevant CN function(s) about the RAN user plane congestion.

NOTE:
How the RAN exactly predicts or detects RAN user plane congestion is outside the scope of 3GPP, since it is subject to operator policies and implementation specific.

P2) Congestion is indicated to the CN in order to enable CN function(s) to mitigate congestion (e.g. by enforcing mitigation measures that reduce/limit/block some traffic transmit to/from impacted users).
P3) The CN is made aware of which users are contributing to or are affected by the RAN user plane congestion.

P4) Congestion (abatement) should be indicated in a lightweight but timely way. 

Congestion Mitigation:

P5) The user plane congestion management solution supports one or more of the required congestion mitigation schemes (i.e. traffic prioritization, limiting, gating and reduction on application and service-level) to allow flexible operator deployment based on their operational requirements. 
P6) Decisions to apply congestion mitigation measures on user traffic may take into account operator policies and subscriber information. 

P7) Congestion mitigation measures based on traffic prioritization, limiting and reduction are enforced in the CN. They may also be applied at the service level, based on operator policies. Congestion mitigation based on traffic prioritization may also be applied in the RAN in order to take into account real-time radio channel information. Congestion mitigation should not negatively impact the service experience of users who are not in a congested RAN area.
6.1.3
High-level operation and procedures
A high level view of operation and procedures of the proposed solution is shown in Figure 6.1.3-1.

[image: image3]
Figure 6.1.3-1: User-plane Congestion Management – High-level View
NOTE 1: The numbers do not necessarily imply a temporal order. 

NOTE 2: Step 5a and 5b are optional for solutions that are based on a CN only approach.

1. Congestion prediction/detection based on actual resource shortage or predictive algorithms in the RAN (P1).

2. Congestion indication to the CN (P2, P3, P4).

3. Selection of mitigation measures (e.g. policy rule provisioning) (P5, P6).

4. CN-based congestion mitigation (e.g. traffic limitation, gating, compression) (P5, P7).
5. Measures for RAN-based congestion mitigation (P5, P7).
a. 
Optional Service/QoS information to enable traffic differentiation in the RAN based on existing QoS measures.
Editor`s note: It is FFS how RAN user plane congestion awareness can also be exploited to optimize the performance of potentially agreed RAN-based congestion mitigation solutions. For example, the congestion information could be used to enable packet classification required to mark downlink packets, in order to minimize the performance impacts on the GGSN/PGW or the TDF. 
b. Optional RAN-based congestion mitigation (e.g. traffic prioritization, scheduling).

6.2
Solution 2: RAN User Plane congestion awareness by GTP-U extension

6.2.1
General description, assumptions, and principles

The RAN nodes include the RAN Congestion Information (RCI) in GTP-U header of the uplink packet to convey the RAN user plane congestion information to the CN GWs such as GGSN/PGW.

Editor's Note: How to provide the congestion information when there is no activity in uplink direction while UE is in ECM-CONNECTED for some duration is FFS.

Editor's Note: Support of roaming and RAN sharing scenarios is FFS.
At minimum, the RCI comprises of:

· The level of the RAN user plane congestion. 

Editor's Note: Whether the congestion indication reflects different severity levels of the RAN congestion is FFS.

Editor’s Note: Whether distinction between uplink and downlink congestion being experienced at eNB needs to be made is FFS.
· The location of the congested RAN, such as the CELL ID, may also be included in the extension.
Editor’s Note: Whether the Cell ID and what additional information is required in RCI is FFS.
The user plane core network nodes such as the GGSN/PGW will investigate the GTP-U header and obtain the congestion information.  Therefore, the GGSN/PGW node will know which of the served users/bearers are affected by the congestion.
Editor’s Note: How to deliver the RCI within the CN with PMIP-based S5/S8 is FFS.

The congestion is detected based on the monitoring of the RAN network elements. The indications may be included in all the uplink GTP-U packets or can only be included when the RAN is congested to an extent that is configurable by the operator.

Editor’s Note: How frequently or if the RCI is included in every uplink GTP-U packet of the affected UE/bearer is FFS. 

Editor’s Note: Whether and how the CN passes RCI to other network elements (e.g. PCRF, OCS, TDF, AF) is FFS. 

The CN performs congestion mitigation measures based on received RCI.
Editor’s Note: Depending on which other network elements receive RCI (or a subset of RCI), those nodes may perform additional mitigation actions, which are FFS

6.2.2
High-level operation and procedures

The solution procedures are the following (see Figure 6.1.4.2-1):
1) The congestion indicator is reflected in the uplink data traffic packet. The packet header is included with the RCI (RAN Congestion Information) which includes the level of congestion and potentially also the location information (e.g. Cell ID) 

2) The GGSN/PGW investigates the GTP-U header and obtains the congestion information.

3) GGSN/PGW may report the congestion to other network nodes.

Editor’s Note: Whether and how the CN passes RCI to other network elements (e.g. PCRF, OCS, TDF, AF) is FFS. 
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Figure 6.2.2-1: User-plane Congestion Management – High-level View
6.2.3
Impact on existing entities and interfaces

The RAN nodes (BSC/RNC/eNodeB)

· Include RCI defined in this solution in the uplink packet.

The core network user plan elements (GGSN/PGW)

· Recognize the congestion indicator.

6.2.4
Solution evaluation
6.3
Solution 3: Differentiation of IP flows mapped to the same QCI 

6.3.1
General description, assumptions, and principles

This solution addresses the key issue on “RAN User Plane congestion mitigation”.

Based on operator’s policies and on the information collected after some form of packet inspection (e.g. shallow packet inspection, L7 DPI, heuristic analysis or others) the GGSN/PGW marks each user plane data packet delivered in the downlink direction with a Flow Priority Indicator (FPI) identifying the relative priority of the packet compared to other packets mapped to the same QCI.
For GTP-based interfaces the FPI marking is provided in the GTP-U header of downlink user plane packets.

NOTE 1: 
The FPI could be defined as a new GTP-U extension header, completely independent from the SCI, or as an enhancement of the GTP-U extension header specified in Rel-11 to convey the SCI. The details are up to stage 3.

Editor’s note: If and how the approach can be exploited also in the uplink direction is FFS.

Editor’s note: How to deliver the FPI to the RAN with PMIP-based S5/S8 is FFS.

The range of valid FPI values shall be standardized.

The usage of the FPI is expected to be useful for Non-GBR QCIs only.

NOTE 2: 
According to 3GPP TS 23.203, services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur.

The FPI is not intended to replace the QCI, and no conflicts are foreseen between the FPI and the QCI. The FPI complements the QCI as described below:

· Both the FPI marking of each user plane packet and the Priority level associated to a Service Data Flow (SDF) aggregate via its QCI are used to differentiate between IP flows of the same UE, and are also used to differentiate between IP flows of different UEs.

· Via its QCI an SDF aggregate is associated with a Priority level and a Packet Delay Budget (PDB). As defined in section 6.1.7.2 of 3GPP TS 23.203, if the target set by the PDB can no longer be met for one or more SDF aggregate(s) across all UEs that have sufficient radio channel quality then a scheduler shall give precedence to meeting the PDB of SDF aggregates with higher Priority level.

· If the target set by the PDB can no longer be met for one or more packet(s) belonging to SDF aggregate(s) with the same Priority level (across all UEs that have sufficient radio channel quality) then a scheduler should give precedence to meeting the PDB for the packets with higher FPI.

NOTE 3: 
The details of scheduling are out of scope of 3GPP but implementations are assumed to ensure that starvation of flows with lower FPI is avoided.
If the usage of the FPI is enabled in the RAN, the packets that do not include any FPI marking should be scheduled according to a default FPI pre-configured in the RAN. The default FPI may be configured per PLMN.

NOTE 4: 
The default FPI pre-configured in the RAN allows to support home routed roaming scenarios where the FPI is used in the VPLMN but not in the HPLMN. The default FPI pre-configured in RAN also enables deployment scenarios where, based on operator’s configuration, only downlink user plane packets belonging to specific applications, or application data flows, are marked by the GGSN/PGW with the FPI, while the rest of traffic is not marked. If the usage of the FPI is not enabled in the RAN, the RAN shall ignore the Flow Priority Indicator if received over the S1-U, S12 or other interface, i.e. the RAN shall treat the user plane packet normally.
The usage of the FPI, in conjunction with the QCI, to prioritize user plane data packets has the following characteristics and peculiarities:

· It is applicable to any RAT, i.e. A/Gb mode GERAN, UTRAN and E-UTRAN.

· Delivery of the FPI in downlink user plane data packets should be supported for both GTP-based and PMIP-based S5/S8.

· The FPI should be included in charging records and transferred over online/offline charging interfaces. This is because the FPI can be used for traffic handling differentiation, hence may affect the user experience of the customer and may be used by the operator to create different service profiles.

· It should be possible for the GGSN/PGW to set the FPI based on subscription. Support for PCC control of the feature is therefore necessary.

If both Rel-11 SIRIG (see section 5.3.5.3 of 3GPP TS 23.060 [4]) and the solution described in this section are enabled in an operator’s network, considering that the SCI is defined only for A/Gb mode GERAN while the FPI is applicable to any RAT, the following occurs:

· Both the SCI and the FPI are delivered to A/Gb mode GERAN.

· Only the FPI is delivered to UTRAN and E-UTRAN. 

The SCI and the FPI provide complementary information to the RAN:

· The SCI indicates the type of application that generated the user plane packet and may be used by A/Gb mode GERAN to optimize resource allocation, e.g. to avoid allocating more time slots than what the application actually needs.

· The FPI indicates the priority of the user plane packet and may be used by A/Gb mode GERAN to decide which traffic flows should be served first in case of congestion.

Editor’s note: It is FFS if it would be beneficial for the solution described in this section to extend the applicability of the SCI to all RATs. With the GGSN/PGW delivering both the SCI and the FPI over any RAT, the RAN would become aware of both the priority and the application type associated to each user plane packet. If and how that could be used to allow for more efficient packet scheduling in case of RAN user plane congestion is to be determined.

Editor’s note: The interactions between SCI and FPI in case both are delivered to the RAN are FFS.
As discussed for SIRIG during the Rel-11 timeframe, from a deployment perspective it would be beneficial to also support scenarios where the packet classification required to properly set the FPI is performed by a TDF, rather than the GGSN/PGW. To that purpose a mechanism is required to transfer the outcome of the packet classification process from the TDF to the GGSN/PGW, so that the GGSN/PGW can then use that information to mark packets in the downlink direction. Possible tunnelling/marking mechanisms that could be used to solve this issue are described in 3GPP TR 23.800 [5] Annex B.
Editor’s note: TR 23.800 Annex B provides a detailed description of the tunnelling/marking alternatives, and section B.8 includes a comparison of the different tunnelling/marking alternatives. Whether one or more of the described mechanisms can be used to support FPI marking in the TDF scenario is FFS.
Editor’s note: It is FFS if and how RAN user plane congestion awareness can be exploited to optimize the solution described in this section. For example an option to be investigated is the possibility to enable the packet classification required to properly set the FPI only in case of RAN user plane congestion, in order to minimize the performance impacts on the GGSN/PGW or the TDF. 
6.3.2
High-level operation and procedures

Overall the solution would work as described below (see Figure 6.3.2-1):

· After packet classification the GGSN/PGW derives the FPI to be provided in downlink user plane data packets based on configuration or based on the policies received from the PCRF.

Editor’s note: Whether the PCC rules and/or the ADC rules should be extended to achieve PCRF controlled marking of the FPI is FFS.
· When receiving the FPI in user plane packet, the SGSN, or the Serving Gateway (SGW), copies it, without modifying its value, into a correspondent information element over Gb, Iu or S1. In order to support roaming scenarios, the FPI should be forwarded over Gb, Iu or S1 together with the HPLMN ID and additional information, added by the SGSN or SGW, which indicates whether the FPI is assigned by a GGSN/PGW in e.g. the Home PLMN or Visited PLMN.
Editor’s note: Usage of the FPI in roaming scenarios requires further analysis.

· The RAN uses the FPI included in each downstream user plane packet and, when applicable, the QoS parameters associated to the bearer, such as the QCI, to prioritize the packets delivered over the air interface.

[image: image5]
Figure 6.3.2-1:  RAN congestion mitigation based on the FPI 
6.3.3
Impact on existing entities and interfaces

GGSN and PGW

· Marking of the Flow Priority Indicator (FPI) in downlink user plane data packets based on the policies received from the PCRF and the information collected after some form of packet inspection.

· Inclusion of the FPI in CDRs and transfer the FPI over online/offline charging interfaces.

TDF

Editor’s note: The impacts on TDF, depending on selected mechanisms to support FPI marking, are FFS.

SGSN and SGW

· When receiving the FPI in a packet, the SGSN, or SGW, copies it, without modifying its value, into a correspondent information element over Gb, Iu or S1.

· Together with the FPI, the SGSN, or SGW, provides to the RAN the HPLMN ID and additional information, which indicates whether the FPI is assigned by a GGSN/PGW in e.g. the Home PLMN or Visited PLMN.
PCRF

· Provision of policies to control FPI marking on per subscriber and/or per application basis.

OCS and OFCS

· Support for charging based on the FPI.

BSC, RNC and eNodeB

· Usage of the FPI, in conjunction with the QCI, to prioritize the packets delivered over the air interface.

Editor’s note: The impacts on existing entities and interfaces with PMIP-based S5/S8 are FFS.
Editor’s note: The impacts on existing entities and interfaces to support scenarios where the packet classification required to properly set the FPI value is performed by a TDF are FFS.
6.3.4
Solution evaluation

Editor’s note: The solution evaluation is FFS.
6.X
Solution X: <Title of Solution>

6.X.1
General description, assumptions, and principles

    Editor’s Note: This sub-clause should identify the key issues address by this solution. 
6.X.2
High-level operation and procedures
6.X.3
Impact on existing entities and interfaces
6.X.4
Solution evaluation

7
Evaluation 

Editor's note:
this clause contains the evaluation of various solutions.

8
Conclusions
Editor’s Note: The clause will capture agreed conclusions from the Key Issues and Architecture Solutions clauses. 
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