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[bookmark: _Toc2086433][bookmark: _Toc76547865][bookmark: _Toc77933458][bookmark: _Toc83894312]Foreword
[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall		indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should		indicates a recommendation to do something
should not	indicates a recommendation not to do something
may		indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can		indicates that something is possible
cannot		indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will		indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not		indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: _Toc507354338][bookmark: _Toc76547866][bookmark: _Toc77933459][bookmark: _Toc83894313]1	Scope
The present document is a technical report which identifies SEAL functionality to support application capability exposure to general purpose servers or 3rd party IoT applications via IoT Platforms. Key issues and corresponding solutions necessary to ensure efficient use and deployment of IoT Platforms in the 5G network are included. 
The study takes into consideration the existing work for Core Network exposure in 3GPP TS 23.502 [2] and provides recommendations for normative work.
[bookmark: references][bookmark: _Toc76547867][bookmark: _Toc77933460][bookmark: _Toc83894314]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 23.502: "Procedures for the 5G System; Stage 2".
[3]	3GPP TR 23.503: " Policy and charging control framework for the 5G System (5GS)".
[4]	3GPP TR 22.101: "Service aspects; Service principles".
[5]		3GPP TS 29.522: "5G System; Network Exposure Function Northbound APIs"
[6]	3GPP TS 23.434: "Service Enabler Architecture Layer for Verticals (SEAL); Functional architecture and information flows"

[bookmark: definitions][bookmark: _Toc76547868][bookmark: _Toc77933461][bookmark: _Toc83894315]3	Definitions of terms, symbols and abbreviations
Editor's Note: This clause is mandatory. The terms, symbols and abbreviations needed are to be determined as the work progresses, and the current examples are to be deleted.
[bookmark: _Toc76547869][bookmark: _Toc77933462][bookmark: _Toc83894316]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Internet of Things (IoT):  Network supporting interconnection of devices, machines, and low complexity entities. 
IoT Application: An application catering to one or more vertical domains which includes communication functionality for the Internet of Things.
IoT Client: An entity that provides the client side functionalities corresponding to a specific IoT Application.
IoT Platform: An entity hosting a collection of services and enabling capabilities that supports IoT Applications.
IoT Platform service: A generic name for a common service or enabling capability provided by an IoT Platform.
IoT Platform Provider: A mobile network operator or a 3rd party service provider offering IoT Platform services to multiple 3rd party service providers or ASPs.
IoT Server: An entity that provides the server side functionalities corresponding to a specific IoT Application.
Editor's Note: Mapping of these entities with SEAL is FFS.

[bookmark: _Toc76547870][bookmark: _Toc77933463][bookmark: _Toc83894317]3.2	Symbols
For the purposes of the present document, the following symbols apply:

<symbol>	<Explanation>

[bookmark: _Toc76547871][bookmark: _Toc77933464][bookmark: _Toc83894318]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
ASM	Application Service Management
ASP	Application Service Provider
BDT	Background Data Transfer
CAPIF	Common API Framework for northbound APIs
CIoT	Cellular IoT
CP	Control Plane
CPP	Communication Patterns Parameters
MIoT	Massive IoT
NEF	Network Exposure Function
NIDD	Non-IP Data Delivery
SEAL	Service Enablement Application Layer
SCEF	Service Capability Exposure Function
TAU	Tracking Area Update
VAL	Vertical Application Layer
[bookmark: clause4][bookmark: _Toc76547872][bookmark: _Toc77933465][bookmark: _Toc83894319][bookmark: _Hlk75185868]4	Key Issues
[bookmark: _Toc77933466][bookmark: _Toc83894320][bookmark: _Toc76547873]4.1	Key issue #1: Background Data Transfer negotiation
The cellular network provides background data transfer (BDT) capabilities which save network resources and reduce device energy consumption. The 5GS provides procedures for BDT negotiation services as described in TS 23.502 [2] clause 4.16.7. The corresponding NEF services (see TS 23.502 [2] clause 5.2.6.6) allow the servers to provide parameters for requesting or optimizing the background data traffic for a set of UEs.  
[bookmark: _Hlk77202771]Scenarios in which an IoT Platform interfaces with the Core Network to request future Background Data Transfer (BDT) Policies on behalf of IoT Servers need to be investigated further. In such scenarios the IoT Platform Provider leverages for its services a different business relationship with the MNO than the ASPs providing the individual IoT Applications. For example, a Smart City Platform may be configured to understand the reference to a charging rate based on the agreement with the operator (see TS 23.503 [3] clause 6.1.2.4). At the same time, the ASP providing green building IoT applications hosted by the IoT Platform may rely on no special operator agreements.
In such scenarios,  the IoT Servers provide the IoT Platform information such as expected data volume per UE, preferred time window or optional location, for a set of targeted IoT Clients. The IoT Platform negotiates future BDT policies with the Core Network as detailed in TS 23.502[2] clause 4.16.7. Then the relevant information from the selected BDT policy is provided to the initiating IoT Servers, in order to initiate the data transfer.
Hence, it is required to study:
-	How the SEAL functional model and deployment options may be leveraged for the implementation of IoT Platforms supporting such scenarios.
-	Whether and how the IoT Platform in this scenario can:
-	determine the reference to the charging rate (based on agreement with the operator) without exposure of this information to the IoT Servers.
-	aggregate requirements/ requests from multiple IoT Servers resulting in a single future BDT negotiation request, e.g., when the same group of UEs is targeted.
-	select a BDT Policy from a set of Possible Transfer Policies provided by the Core Network, based on IoT Server input.
[bookmark: _Toc83894321]4.2	Key issue #2: Application server monitoring and control of traffic
Clause 31 of 3GPP TS 22.101 [4] has provided requirements for control of traffic from UE-based applications toward associated server. When an application on a third-party server or the third-party server itself becomes congested or fails, the traffic towards that server needs to be controlled to avoid/mitigate potential issues caused by resulting unproductive use of 3GPP network resources. Following are some of the requirements:
The 3GPP network shall be able to control (i.e., block and/or prioritize) traffic from UEs to an application on a third-party server or the third-party server itself without affecting traffic to other applications on the third-party server or to other third-party servers.
The 3GPP network shall be able to receive a status indication from the third-party server when an application on it is experiencing congestion or failure, and when normal operation resumes. Such a status indication may be sent periodically, and/or when the status of the application changes.
The 3GPP network shall be able to detect and monitor a third-party server's operational status e.g., congestion levels, failure, and unavailability of the third-party server.
Consider a scenario where an IoT application server serves millions of devices. In an event where the application server's response time is increased due to high traffic congestion at the application server, it is required to able to control (i.e., block and/or prioritize) the traffic from the UEs or IoT devices towards the application server. 
Hence, it is required to study:
1)	How to enhance the enabler layer (e.g., SEAL, CAPIF) to support service monitoring of third-party application servers? 
2)	How to monitor a third-party server's operational status e.g., congestion levels, failure, and unavailability of the third-party server? How to control/influence the traffic when the third-party application server is experiencing congestion or failure, and when normal operation resumes?
[bookmark: _Toc83894322]4.3	Key issue #3: IoT Platform PSM monitoring and configuration
[bookmark: _Hlk83894139]The cellular network exposes the capabilities for IoT Servers to provide network parameters such as: maximum response time, maximum latency, and suggested number of downlink packets. These parameters may then be used by the Core Network to derive periodic TAU Timer and Active time for the PSM mode, or to configure in-network extended buffering.
IoT Platforms provide services to multiple IoT Servers with different services for the same UEs using PSM mode. Each IoT Sever is aware only of its own communication requirements, e.g., communication schedules, delay tolerance for regular or high-priority messaging. Based on these communication requirements, some IoT Servers may be able to derive how long the UE should be unreachable for power saving purposes, or how long the UE should stay active before returning to PSM.  In the meantime, other IoT Servers may be agnostic of the of underlying network used, therefore unable to derive such information. 
If separate Core Network parameter configurations are derived individually by each IoT Server for the same UE, the CN determines the final value. However, this determination does not have any service-level context information. In some cases, the greatest optimizations are achieved when the calculations take in consideration the current network parameter configuration, which currently can be inferred only through the use of device monitoring.
When extended buffering is employed, the Network Parameter configuration can also be used by the application layer for retransmission timer configuration.
Scenarios in which an IoT Platform interfaces with the Core Network to provide optimal configuration of network parameters determined based on the communication characteristics from multiple IoT Servers need to be investigated further.
Hence, it is required to study whether and how the needs of multiple IoT servers can be satisfied via a single SEAL IoT Platform for the following:
-	Capability to determine optimal network parameter values based on communication characteristics (e.g., communication schedules, delay tolerance) of services from multiple IoT Servers.
-	Capability to configure device monitoring and receive Monitoring Event notifications via exposure APIs. 
-	Capability to provide the network parameter values (e.g., maximum response time) via exposure APIs, to the Core Network.
-	Capability to expose the derived network parameter configuration (e.g., from monitoring events) to the application layer.
4.4	Key issue #4: Configuration of Communication Patterns
Many IoT devices have predicable communication behaviour. The Communication Pattern Parameters (CPP) Provisioning network exposure API has been introduced to make this information available to the network for resource planning and optimizations (see 3GPP 29.522 [5] clause 4.4.5). This capability provides optimizations for the devices as well, by way of reduction of signalling, energy saving, fewer sleep/awake transitions, etc.
IoT Servers should be able to provide the IoT Platform information on the communication behavior of the application(s) supported. In turn, the IoT platform should be able to aggregate the communication patterns of multiple applications interacting with the same UE before providing them to the underlying network. 
Given the scale and the importance of this functionality, the CPP Provisioning capability also supports providing single configurations for UE groups, e.g., for support of MIoT. An IoT platform implemented using SEAL services should be enabled to implement CPP Provisioning for groups of UE, along with performing group management. However, the IoT Platform needs to be enabled to be provided with corresponding input by the individual IoT Servers.
Hence, it is required to study:
·  whether and how use of the CPP Provisioning API can be enabled on IoT Platforms implemented using SEAL services, using configurations provided by multiple IoT Servers for the same UE.
· whether and how use of CPP Provisioning API use can be enabled on IoT Platforms implemented using SEAL services to provide configurations for UE groups managed via the IoT Platform.
· 
4.5	Key issue #5: NIDD configuration
Since Release 13, 3GPP introduced the ability to send data to and from the UE in NAS messaging though the “Control Plane (CP) CIoT Optimizations” feature. Since no data plane set up is required, using the CP CIoT optimizations results in a reduced total number of control plane messages that are required to send short data transactions. CIoT Optimizations include the option of exchanging NEF-anchored Non-IP Data.
Use of Non-IP Data Delivery (NIDD) requires an initial NEF configuration step, which includes MTC Provider Information and Reliable Data Service Configuration, both of which usually require a pre-established relationship with the MNO. In addition, for the purpose of sending mobile-terminated Group NIDD messages, the NIDD Configuration procedure is used by the NEF to resolve the mapping of External Group Identifier to individual UEs. Therefore, an IoT platform implemented using SEAL services should be enabled to perform NIDD configuration for UE groups on behalf of the IoT Servers.
Hence, it is required to study whether and how NIDD configuration services by the IoT Platform implemented using SEAL services, on behalf of one or more IoT Servers, may be enabled. Configuration of group NIDD services should be also included in the study.


[bookmark: _Toc77933467][bookmark: _Toc83894323]4.x	Key Issue #: <Key Issue title>
Editor's Note: This clause describes the key issue (i.e., problem statement), including technical constraints and interpretations.
[bookmark: _Toc76547875][bookmark: _Toc77933468][bookmark: _Toc83894324][bookmark: _Toc440360446][bookmark: _Toc507354358]5	Solutions
[bookmark: _Toc440360447][bookmark: _Toc507354359][bookmark: _Toc76547876][bookmark: _Toc77933469][bookmark: _Toc83894325]5.1	Solution #1: Application Service Management Service
[bookmark: _Toc75371286]5.1.1	Functional model for application service management
[bookmark: _Toc75371287]5.1.1.1	General
The Application Service Management (ASM) service provides application service monitoring and traffic control service. The functional model for the application service management is based on the generic functional model specified in clause 6 of 3GPP TS 23.434 [6]. It is organized into functional entities to describe a functional architecture which addresses the support for application service management aspects for vertical applications. The on-network functional model is specified in this clause.
[bookmark: _Toc75371288]5.1.1.2	On-network functional model description
Figure 5.1.1.2-1 illustrates the generic on-network functional model for application service management.


Figure 5.1.1.2-1: On-network functional model for application service management
Editor's note:	Use of service-based interfaces in the architecture is FFS.
The interface between ASM client and ASM server is ASM-UU interface. The ASM client interacts with VAL client using ASM-C interface and ASM server interacts with VAL server using ASM-S interface. 
The ASM server communicates with the SCEF via T8 reference point or communicates with the NEF via N33 reference point to control application specific traffic from the underlying 3GPP network system.
[bookmark: _Toc75371590]5.1.2	Functional entities description
[bookmark: _Toc75371591][bookmark: _Toc536270575][bookmark: _Toc536270882][bookmark: _Toc536271442]5.1.2.1	General
The functional entities for application service management SEAL service are described in the following subclauses.
[bookmark: _Toc75371592]5.1.2.2	Application service management client
The application service management client acts as a SEAL client for application service monitoring and traffic control function. 
Editor's note: Whether and how ASM client is used to monitor application service is FFS.
[bookmark: _Toc536270576][bookmark: _Toc536270883][bookmark: _Toc536271443][bookmark: _Toc75371593]5.1.2.3	Application service management server
The ASM server is a functional entity used to configure one or more application servers related to 3GPP system information as well as the network. It also acts as a co-ordination layer in subscribing to the VAL sever and 3GPP network for any changes in the configuration and inform the other in order to perform necessary actions (like blocking or controlling traffic).
Editor's note:	Reference points description is FFS.
5.1.3	Configuring VAL server
To monitor status of the application service, the ASM server can configure the VAL server to monitor status information.


Figure 5.1.3-1: Configuring VAL server
1)	In order to configure the VAL server, the ASM server sends ASM Configuration request towards VAL server including all parameters to be monitored the VAL server. The parameters include average request queue length, average time to process request, CPU usage, memory usage, etc. 
2)	Upon received the request, the VAL server sends response and starts monitoring all activities.
Editor's note:	Information table for all messages is FFS.
Editor's note:	Configuring VAL server procedure is required or not is FFS.
5.1.4	Request-response model
5.1.4.1	ASM server requesting for on-demand status
The ASM server can request the VAL server to provide its status information. The ASM server may choose to request status information periodically, which can give the ASM server the possible trend of the VAL server status. Figure 5.1.4.1-1 shows the procedure for the ASM server to request on-demand status request from the VAL server.


Figure 5.1.4.1-1: ASM server requesting for on-demand status
1)	Based on configurations such monitoring status information request from other entities (e.g., VAL service provider), ASM server initiates the on-demand status request towards the VAL server. 
2)	The ASM server sends an on-demand status request to the VAL server. The request includes the configuration parameters whose status needs to be included in the response.
3)	The VAL server immediately responds to the ASM server with a report containing status information identified by the ASM server and available to the VAL server.
4)	Upon receiving the report, the ASM server updates the monitoring status of the VAL Server to the other VAL UE(s), VAL Client(s) or 3GPP network as required.
5.1.5	Subscribe-notify model
5.1.5.1	ASM server subscribes to the monitoring status information
Figure 5.1.5.1-1 shows the procedure for the ASM server to subscribe to the monitoring status information of the VAL server. The ASM server does not need to configure the VAL server in advance.


Figure 5.1.5.1-1: ASM server requesting for on-demand status
1)	Based on configurations request from other entities to provide monitoring status information periodically or based on event, ASM server decides to initiate the monitoring information subscribe request to the VAL server.
2)	The ASM server sends a monitoring information subscribe request to the VAL server. The request includes all parameters to be monitored for UE and VAL server. The parameters include average request queue length, average time to process request, CPU usage, memory usage, etc. The request also includes events when the VAL server needs to send the notification.
3)	The VAL server sends a monitoring information subscribe response to the ASM server containing success or failure of the request.
5.1.5.2	VAL server notifies the monitoring status information
Figure 5.1.5.2-1 shows the notification from VAL server towards the ASM server on occurrence of the event.
Pre-conditions:
1)	The ASM server is subscribed to the monitoring status information.


Figure 5.1.5.2-1: VAL server notifies the monitoring status information
1)	When the event occurs as specified by the ASM server in the subscription request, the VAL server sends monitoring information notification to the ASM server with a report containing status information identified by the ASM server and available to the VAL server. 
2)	Upon receiving the report, the ASM server updates the monitoring status of the VAL to the other VAL UE(s), VAL Client(s) or 3GPP network as required.
5.x	Solution #: <Solution title>
[bookmark: _Toc440360448][bookmark: _Toc507354360][bookmark: _Toc76547877][bookmark: _Toc77933470][bookmark: _Toc83894326]5.x.1	Description
Editor's Note: This clause provides description of the solution. Sub-clause(s) may be added to capture details, procedural flow etc.
[bookmark: _Toc77933471][bookmark: _Toc83894327]5.x.2	Evaluation
Editor's Note: This clause provides an evaluation of the solution. 

[bookmark: _Toc76547878][bookmark: _Toc77933472][bookmark: _Toc83894328]6	Overall Evaluation
Editor's Note: This clause will provide evaluation of the solutions.

[bookmark: _Toc76547879][bookmark: _Toc77933473][bookmark: _Toc83894329]7	Conclusions
Editor's Note: This clause lists conclusions drawn or agreed during the course of the study item activities to enable development of CRs to the related normative specifications within the responsibility of SA6.


[bookmark: _Toc76547880][bookmark: _Toc77933474][bookmark: _Toc83894330]
Annex A:
<Informative annex title for a Technical Report>
Editor's Note: This clause is a placeholder for an informative annex. The need for an informative annex is FFS. 
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