	3GPP TR 23.700-91 V0.4.0 (2020-06)

	Technical Report

	3rd Generation Partnership Project;

Technical Specification Group Services and System Aspects;

Study on enablers for network automation for the

5G System (5GS); Phase 2

(Release 17)


	


	[image: image1.jpg]s




	[image: image2.png]=

A GLOBAL INITIATIVE





	

	The present document has been developed within the 3rd Generation Partnership Project (3GPP TM) and may be further elaborated for the purposes of 3GPP.
The present document has not been subject to any approval process by the 3GPP Organizational Partners and shall not be implemented.
This Specification is provided for future development work within 3GPP only. The Organizational Partners accept no liability for any use of this Specification.
Specifications and Reports for implementation of the 3GPP TM system should be obtained via the 3GPP Organizational Partners' Publications Offices.




	

	3GPP

Postal address

3GPP support office address

650 Route des Lucioles - Sophia Antipolis

Valbonne - FRANCE

Tel.: +33 4 92 94 42 00 Fax: +33 4 93 65 47 16

Internet

http://www.3gpp.org



	Copyright Notification

No part may be reproduced except as authorized by written permission.
The copyright and the foregoing restriction extend to reproduction in all media.

© 2020, 3GPP Organizational Partners (ARIB, ATIS, CCSA, ETSI, TSDSI, TTA, TTC).

All rights reserved.

UMTS™ is a Trade Mark of ETSI registered for the benefit of its members

3GPP™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners
LTE™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners

GSM® and the GSM logo are registered and owned by the GSM Association




Contents

10Foreword

1
Scope
12
2
References
12
3
Definitions of terms and abbreviations
13
3.1
Terms
13
3.2
Abbreviations
13
4
Architectural Assumptions
13
5
Use Cases and Key Issues
13
5.1
Use Cases
13
5.1.1
Use Case #1: NWDAF-assisted RAT/frequency selection
13
5.1.1.1
Description
13
5.1.2
Use Case #2: NWDAF supporting detection of anomaly events and helping in analysing its cause
14
5.1.2.1
Description
14
5.1.3
Use Case #3: NWDAF support for dispersion analytics
14
5.1.3.1
Description
14
5.1.4
Use Case #4: Analytics Assisted Smart City Applications
15
5.1.4.1
Description
15
5.1.5
Use Case #5: NWDAF supporting the detection of cyber-attacks
15
5.1.5.1
Description
15
5.1.6
Use Case #6: Supporting edge computing
15
5.1.6.1
Description
15
5.1.7
Use Case #7: Real-time data collection and analytics delivery by NWDAF
16
5.1.7.1
Description
16
5.2
Key Issues
16
5.2.1
Key Issue #1: Logical decomposition of NWDAF and possible interactions between logical functions
16
5.2.1.1
Description
16
5.2.1.2
Requirements
17
5.2.2
Key Issue #2: Multiple NWDAF instances
17
5.2.2.1
Description
17
5.2.2.2
Requirements
17
5.2.3
Key Issue #3: Mapping of NWDAF use cases to NFs and identify actions that could be taken based on NWDAF analytics and predictions
18
5.2.3.1
Description
18
5.2.3.2
Requirements
18
5.2.4
Key Issue #4: Remaining aspects on how to ensure that slice SLA is guaranteed
18
5.2.4.1
Description
18
5.2.4.2
Requirements
19
5.2.5
Key Issue #5: New types of outputs provided by NWDAF
19
5.2.5.1
Description
19
5.2.5.2
Requirements
19
5.2.6
Key Issue #6: Study possible mechanisms for improved correctness of NWDAF analytics
19
5.2.6.1
Description
19
5.2.6.2
Requirements
20
5.2.7
Key Issue #7: Adding Application attributes and KPIs as the Input data in some services described in TS 23.288 [5]
20
5.2.7.1
Description
20
5.2.7.2
Requirements
20
5.2.8
Key Issue #8: UE data as an input for analytics generation
21
5.2.8.1
Description
21
5.2.8.2
Requirements
21
5.2.9
Key Issue #9: Dispersion analytic output provided by NWDAF
21
5.2.9.1
Description
21
5.2.9.2
Requirements
22
5.2.10
Key Issue #10: NWDAF Assisted UP Optimization
22
5.2.10.1
Description
22
5.2.10.2
Requirements
22
5.2.11
Key Issue #11: Increasing efficiency of data collection
22
5.2.11.1
General Description
22
5.2.11.2
Requirements
23
5.2.12
Key issue #12: NWDAF-assisted RFSP policy
23
5.2.12.1
Description
23
5.2.12.2
Requirements
24
5.2.13
Key Issue #13: Triggering conditions for analytics
24
5.2.13.1
Description
24
5.2.13.2
Requirements
24
5.2.14
Key Issue #14: NWDAF-assisted application detection
24
5.2.14.1
Description
24
5.2.14.2
Requirements
25
5.2.15
Key Issue #15: User consent for UE data collection/analysis
25
5.2.15.1
Description
25
5.2.15.2
Requirements
25
5.2.16
Key Issue #16: UP optimization for edge computing
25
5.2.16.1
Description
25
5.2.16.2
Requirements
25
5.2.17
Key Issue #17: Definition of accuracy levels
25
5.2.17.1
Description
25
5.2.17.2
Requirements
26
5.2.18
Key Issue #18: Enhancement for real-time communication with NWDAF
26
5.2.18.1
Description
26
5.2.18.2
Requirements
26
5.2.19
Key Issue #19: Trained data model sharing between multiple NWDAF instances
26
5.2.19.1
Description
26
5.2.19.2
Requirements
27
5.2.20
Key Issue #20: NWDAF assisting in detecting anomaly events for the user plane
27
5.2.20.1
Description
27
5.2.20.2
Requirements
27
5.2.21
Key Issue #21: NWDAF assisting in user plane performance
27
5.2.21.1
Description
27
5.2.21.2
Requirements
27
6
Solutions
28
6.0
Mapping Solutions to Key Issues
28
6.1
Solution #1: Utilization of Pub/Sub model to increase efficiency of data collection
29
6.1.1
High-level Description
29
6.1.2
Impacts on services, entities and interfaces
30
6.2
Solution #2: Remaining aspects on how to ensure that slice SLA is guaranteed
31
6.2.1
Description
31
6.2.1.1
General
31
6.2.1.2
Procedures
31
6.2.1.2.1
NSSF based solution
32
6.2.1.2.2
AMF based solution
37
6.2.2
Impacts on services, entities and interfaces
41
6.3
Solution #3: User consent for UE data collection
41
6.3.1
Description
41
6.3.1.1
General
41
6.3.1.2
Procedure
41
6.3.2
Impacts on services, entities and interfaces
42
6.4
Solution #4: Service Behaviour analytics and Service Experience analytics for NWDAF-assisted RFSP policy
43
6.4.1
Description
43
6.4.1.1
General
43
6.4.1.2
Input data
43
6.4.1.3
Output Analytics
44
6.4.1.4
Procedures
45
6.4.2
Impacts on services, entities and interfaces
46
6.5
Solution #5: AI Model sharing architecture
46
6.5.1
Description
46
6.5.2
Procedures
47
6.5.2.1
AI Model exposure procedure
47
6.5.2.2
NWDAF analytics service supporting AIF
48
6.5.3
Impacts on services, entities and interfaces
49
6.6
Solution #6: NWDAF decompose architecture
49
6.6.1
Description
49
6.6.1.1
General
49
6.6.1.2
Architecture
49
6.6.2
Impacts on services, entities and interfaces
51
6.7
Solution #7: NWDAF functionality Split
51
6.7.1
Description
51
6.7.2
Impacts on services, entities and interfaces
54
6.8
Solution #8: NWDAF decomposition
54
6.8.1
Description
54
6.8.2
Input Data
55
6.8.3
Output Analytics
55
6.8.4
Procedures
55
6.8.5
Impacts on services, entities and interfaces
56
6.9
Solution #9: Data Management Framework for 5GC
56
6.9.1
Introduction
56
6.9.2
Functional Description
56
6.9.2.1
Data Collection Coordination Function (DCCF)
57
6.9.2.2
Messaging Framework
58
6.9.2.3
Data Repository
59
6.9.3
Procedures for consumers and producers using 3CA and 3PA
60
6.9.4
Impacts on services, entities and interfaces
61
6.10
Solution #10: Handling of mixed and distributed NWDAF deployments
61
6.10.1
High-level Description
61
6.10.2
Procedures
62
6.10.2.1
Registration of the NWDAF serving the UE procedure
62
6.10.2.2
Discovery the NWDAF serving the UE via UDM
63
6.10.2.3
Providing the information of the NWDAF serving the UE to consumers
64
6.10.2.4
Selection of distributed NWDAF and transfer of statistics
65
6.10.3
Impacts on services, entities and interfaces
66
6.11
Solution #11: Two-level Hierarchical NWDAFs Architecture
67
6.11.1
Description
67
6.11.2
Procedures
68
6.11.3
Impacts on services, entities and interfaces
69
6.12
Solution #12: Support for NWDAF interactions within SBA framework
69
6.12.1
Description
69
6.12.1.1
General
69
6.12.1.2
Procedures
70
6.12.2
Impacts on services, entities and interfaces
71
6.13
Solution #13: Time Coordination for Multiple NWDAFs
71
6.13.1
Description
71
6.13.2
Input Data
72
6.13.3
Output Analytics
72
6.13.4
Procedures
72
6.13.5
Impacts on services, entities and interfaces
73
6.14
Solution #14: Support flexible Analytics data aggregation for multiple NWDAFs
73
6.14.1
Description
73
6.14.2
Input Data
73
6.14.3
Output Analytics
73
6.14.4
Procedures
74
6.14.4.1
Distributed analytics data aggregation model
74
6.14.4.2
Centralised analytics data aggregation model
75
6.14.4.3
Mixed-Mode analytics data aggregation model
76
6.14.5
Impacts on services, entities and interfaces
77
6.15
Solution #15: Data Collection Coordination
77
6.15.1
Description
77
6.15.2
Impacts on services, entities and interfaces
78
6.16
Solution #16: Roles and inter-NWDAF instance cooperation from lower level NWDAF to upper level NWDAF in hierarchical architecture
79
6.16.1
Description
79
6.16.1.1
General
79
6.16.1.2
Procedure
79
6.16.2
Impacts on services, entities and interfaces
80
6.17
Solution #17: Alternatives for Interactions among Hierarchical NWDAFs
80
6.17.1
Description
80
6.17.1.1
General
80
6.17.1.2
Procedures
81
6.17.1.2.1
Interaction Mode#1: Generation based on Plain Collected Data
81
6.17.1.2.2
Interaction Mode#2: Generation based on Aggregated Collected Data
82
6.17.1.2.3
Interaction Mode#3: Composed/Aggregated Analytics ID
83
6.17.1.2.4
Interaction Mode#4: Mixed Collected Data
84
6.17.2
Impacts on services, entities and interfaces
85
6.18
Solution #18: Roles and inter-NWDAF instance cooperation from upper level NWDAF to lower level NWDAF in hierarchical architecture
86
6.18.1
Description
86
6.18.1.1
General
86
6.18.1.2
Procedure
86
6.18.1.2.1
Case 1: Inter-NWDAF instance cooperation in hierarchical architecture
87
6.18.1.2.2
Case 2: Inter-NWDAF instance cooperation in hierarchical architecture
88
6.18.1.2.3
Case 3: Inter-NWDAF instance cooperation in hierarchical architecture
89
6.18.2
Impacts on services, entities and interfaces
89
6.19
Solution #19: Multiple NWDAFs interactions for analytics consumption and composition related to large areas
90
6.19.1
High-level Description
90
6.19.2
Procedure for NWDAF Interactions
90
6.19.3
Impacts on services, entities and interfaces
92
6.20
Solution #20: UE abnormal behaviour analytics interaction between multiple NWDAF instances
92
6.20.1
Description
92
6.20.2
Procedures
93
6.21
Solution #21: Inter-NWDAF instance cooperation based on NWDAF profile
94
6.21.1
Description
94
6.21.1.1
General
94
6.21.1.2
Procedures
94
6.21.2
Impacts on services, entities and interfaces
95
6.22
Solution #22: mitigation of the load for Data Collection
95
6.22.1
Description
95
6.22.2
Procedures
96
6.22.3
Impacts on services, entities and interfaces
97
6.23
Solution #23: flexible data collection and data analysis for hierarchical NWDAF architecture
97
6.23.1
Description
97
6.23.2
Procedures
98
6.23.2.1
Procedure of multi-NWDAFs assisted analytics and data collection
98
6.23.3
Impacts on services, entities and interfaces
99
6.24
Solution #24: Federated Learning among Multiple NWDAF Instances
99
6.24.1
Description
99
6.24.1.1
General
99
6.24.1.2
General procedure for Federated Learning among Multiple NWDAF Instances
100
6.24.1.3
Procedure for usage of Federated Learning in Abnormal Behaviour
101
6.24.2
Impacts on services, entities and interfaces
102
6.25
Solution #25: Exposing UE mobility analytics for multiple NWDAFs case
102
6.25.1
Introduction
102
6.25.2
Procedures
104
6.26
Solution #26: Reselection of NWDAF
105
6.26.1
Description
105
6.26.1.1
General
105
6.26.1.2
Procedure
106
6.26.2
Impacts on services, entities and interfaces
107
6.27
Solution #27: UE data as an input for analytics generation
107
6.27.1
Description
107
6.27.1.1
Principle of the Solution
107
6.27.1.2
UE establishes connection to AF for UE data collection
108
6.27.1.3
UE Data Collection over user plane
109
6.27.1.4
Privacy and Integrity Protection of the Analytic Data
109
6.27.2
Impacts on services, entities and interfaces
109
6.28
Solution #28: UE assisted analysis for usage of network slice
110
6.28.1
Description
110
6.28.1.1
General
110
6.28.1.2
Input data
110
6.28.1.3
Output Analytics
110
6.28.2
Impacts on services, entities and interfaces
111
6.28.3
Solution evaluation
111
6.29
Solution #29: Support UE data as an input for Control Plane load balancing analytics
111
6.29.1
Description
111
6.29.2
Input Data
112
6.29.3
Output Analytics
112
6.29.4
Procedures
112
6.29.5
Impacts on services, entities and interfaces
113
6.30
Solution #30: Dispersion Analytics output provided by NWDAF
113
6.30.1
Description
113
6.30.1.1
Dispersion definitions
113
6.30.1.2
General
114
6.30.1.3
Input Data
114
6.30.1.4
Output Analytics
115
6.30.1.4.1
Data Dispersion Analysis
115
6.30.1.4.2
Transactions Dispersion Analysis
115
6.30.1.4.3
Transactions Failure Dispersion Analysis
115
6.30.1.4.4
Dropped Sessions Dispersion Analysis
116
6.30.1.4.5
Voice Calls Dispersion Analysis
116
6.30.2
Procedures
116
6.30.3
Assistance to slice load distribution procedure
118
6.30.4
User Data Congestion Mitigation
118
6.30.5
Impacts on services, entities and interfaces
119
6.31
Solution #31: NWDAF Assisted UP Optimization for edge computing
120
6.31.1
Description
120
6.31.2
Input Data
120
6.31.3
Output Analytics
121
6.31.4
Procedures
122
6.31.5
Impacts on services, entities and interfaces
123
6.32
Solution #32: Enhancing Existing Mechanisms to Reduce Load and Complexity to Determine Entities serving in Area of Interest
123
6.32.1
High-level Description
123
6.32.2
Procedure for Determining SMFs/AMFs in AoI per TA granularity
123
6.32.3
Procedure for Determining Network Slice Information in AoI
125
6.32.4
Procedure for Determining Applications, DNNs, DNAIs in AoI
125
6.32.5
Impacts on services, entities and interfaces
127
6.33
Solution #33: Signalling and computation load control by sobriety and efficiency mechanisms
127
6.33.1
Description
127
6.33.1.1
Introduction
127
6.33.1.2
Sobriety mechanisms
127
6.33.1.3
Efficiency mechanisms
129
6.33.2
Impacts on services, entities and interfaces
129
6.34
Solution #34: Simplify the redundancy in event report notification for NWDAF data collection
129
6.34.1
General Description
129
6.34.2
Modification on Namf_EventExposure Service
131
6.34.2.1
Namf_EventExposure_Subscribe service operation
131
6.34.2.2
Namf_EventExposure_UnSubscribe service operation
132
6.34.2.3
Namf_EventExposure_Notify service operation
132
6.34.3
Impacts on services, entities and interfaces
133
6.35
Solution #35: Using a dedicated NF for data collection
133
6.35.1
Description
133
6.35.2
Impacts on services, entities and interfaces
138
6.36
Solution #36: Determining UPFs serving UEs or in Area of Interest
138
6.36.1
High-level Description
138
6.36.2
Impacts on services, entities and interfaces
139
6.37
Solution #37: Reduction of Frequency Notifications from NFs for Offline Data Collection
140
6.37.1
High-level Description
140
6.37.2
Procedure for Reducing Frequency of Offline Data Collection from NFs
140
6.37.3
Impacts on services, entities and interfaces
141
6.38
Solution #38: Enhancement on network exposure to allow data approximation
142
6.38.1
Description
142
6.38.1.1
General
142
6.38.1.2
Procedure to data collection from NFs
142
6.38.1.3
Contents of Nnf_EventExposure_Subscribe operations
143
6.38.2
Impacts on services, entities and interfaces
144
6.39
Solution #39: Efficient data management for minimizing signalling.
144
6.39.1
Description
144
6.39.2
Procedures
145
6.39.3
Impacts on services, entities and interfaces
145
6.40
Solution #40: User Data Congestion Analytics for NWDAF-assisted RFSP policy
145
6.40.1
Description
145
6.40.2
Input Data
145
6.40.3
Output Analytics
145
6.40.4
Procedures
146
6.40.5
Impacts on services, entities and interfaces
146
6.41
Solution #41: RAT/Frequency usage analytics
146
6.41.1
Description
146
6.41.1.1
Information for the support of RFSP index selection
146
6.41.2
Input Data
146
6.41.3
Output Analytics
147
6.41.4
Procedure
148
6.41.5
Impacts on services, entities and interfaces
148
6.42
Solution #42: NWDAF-assisted RFSP Policy Configuration
149
6.42.1
Description
149
6.42.2
Input Data and Output Analytics
149
6.42.3
Procedures
150
6.42.4
Impacts on services, entities and interfaces
151
6.43
Solution #43: RFSP index value using Analytics Id Service Experience
151
6.43.1
Description
151
6.43.2
Input Data
152
6.43.3
Output Analytics
152
6.43.4
Procedures
152
6.43.5
Impacts on services, entities and interfaces
153
6.44
Solution #44: Analytics for Session Management Congestion Control Experience
153
6.44.1
Description
153
6.44.2
Input Data
154
6.44.3
Output Analytics
155
6.44.4
Procedures
155
6.44.5
Impacts on services, entities and interfaces
156
6.45
Solution #45: Triggers for requesting analytics
157
6.45.1
Description
157
6.45.2
Input Data
158
6.45.3
Output Analytics
158
6.45.4
Procedures
158
6.45.5
Impacts on services, entities and interfaces
158
6.46
Solution #46: NWDAF assisted new application detection
158
6.46.1
Description
158
6.46.2
Input Data
159
6.46.3
Output Analytics
159
6.46.4
Procedures
159
6.46.5
Impacts on services, entities and interfaces
160
6.47
Solution #47: UE Presence Pattern analytics to support edge computing
161
6.47.1
Description
161
6.47.2
Input Data
161
6.47.3
Output Analytics
162
6.47.4
Procedures
163
6.47.4.1
UE Presence Pattern Analytics Procedure
163
6.47.5
Impacts on services, entities and interfaces
164
6.48
Solution #48: NWDAF assisted UP optimization for EC
164
6.48.1
Description
164
6.48.2
Procedures
166
6.48.3
Impacts on services, entities and interfaces
166
6.49
Solution #49: Selecting an Edge Application Server instance based on NWDAF analytics
166
6.49.1
Description
166
6.49.2
Input Data
168
6.49.3
Output Analytics
168
6.49.4
Procedures
169
6.49.4.1
Collecting performance data from EDN networks
169
6.49.4.2
NWDAF providing analytics indicating a best application server instance
170
6.49.5
Impacts on services, entities and interfaces
172
6.50
Solution #50: Network Assisted DNAI selection for Edge Computing
172
6.50.1
Description
172
6.50.2
Input Data
173
6.50.3
Output Analytics
174
6.50.4
Procedures
174
6.50.5
Impacts on services, entities and interfaces
175
6.51
Solution #51: optimization for edge computing
175
6.51.1
Description
175
6.51.1.1
General
175
6.51.1.2
Procedure
175
6.51.2
Impacts on services, entities and interfaces
176
6.52
Solution #52: Accuracy levels and options
176
6.52.1
Description
176
6.52.1.1
General
176
6.52.1.2
Procedures
176
6.52.2
Impacts on services, entities and interfaces
176
6.53
Solution #53: Support of Multiple NWDAF with Efficient Cooperation
176
6.53.1
Functional description
176
6.53.2
Procedures
177
6.53.3
Impacts on services, entities and interfaces
178
6.54
Solution #54: Pre-analytics based solution for Real-Time communication with NWDAF
178
6.54.1
Description
178
6.54.1.1
General
178
6.54.1.2
Real-time communication capable NWDAF registration
179
6.54.1.3
Real-time communication capable NWDAF discovery
180
6.54.1.4
Real-time communication capable NWDAF based data pre-collection and pre-analytics
180
6.54.1.5
Analytics Request
181
6.54.2
Impacts on services, entities and interfaces
182
6.55
Solution #55: Enhancement for Real-Time and Near-Real-Time Communication with NWDAF
182
6.55.1
Functional description
182
6.55.2
Procedures
183
6.55.3
Impacts on services, entities and interfaces
183
6.56
Solution #56: Trained Data Model Sharing between NWDAF instances
183
6.56.1
Description
183
6.56.1.1
General
183
6.56.1.2
Procedures
184
6.56.2
Impacts on services, entities and interfaces
185
6.X
Solution for Key Issue #: <Solution Title>
185
6.X.1
Description
185
6.X.2
Input Data
185
6.X.3
Output Analytics
185
6.X.4
Procedures
185
6.X.5
Impacts on services, entities and interfaces
185
7
Overall Evaluation
185
8
Conclusions
185
Annex A: Change history
186


Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

In the present document, certain modal verbs have the following meanings:

shall
indicates a mandatory requirement to do something

shall not
indicates an interdiction (prohibition) to do something

NOTE 1:
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.

NOTE 2:
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.

should
indicates a recommendation to do something

should not
indicates a recommendation not to do something

may
indicates permission to do something

need not
indicates permission not to do something

NOTE 3:
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.

can
indicates that something is possible

cannot
indicates that something is impossible

NOTE 4:
The constructions "can" and "cannot" shall not to be used as substitutes for "may" and "need not".

will
indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document

will not
indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document

might
indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document

might not
indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document

In addition:

is
(or any other verb in the indicative mood) indicates a statement of fact

is not
(or any other negative verb in the indicative mood) indicates a statement of fact

NOTE 5:
The constructions "is" and "is not" do not indicate requirements.

1
Scope

The purpose of this Technical Report is to study enhancements for analytics and NWDAF for the following objectives:

-
Remaining key issues from Release 16: UE driven analytics; How to ensure that slice SLA is guaranteed; Which data from UPF can be used by NWDAF (e.g. applications, other user data characteristics);

-
NWDAF architecture enhancements: Multiple NWDAF Instances in one PLMN including hierarchies, roles and inter-NWDAF instance cooperation;

-
NWDAF features enhancement: Enabling real-time or near real-time NWDAF communication, including mechanism for data collection; Service MOS based NWDAF-Assisted UP Optimization; Minimization of the load generated by NWDAF data collection;

-
New Use Cases/key issues: Interaction between NWDAF and AI Model & Training Service owned by the operator;

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
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3
Definitions of terms and abbreviations

3.1
Terms

For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

AR/VR
Augmented Reality/Virtual Reality

ASP
Application Service Provider

OS
Operating System

RFSP
RAT/Frequency Selection Priority

RTT
Round-Trip Time

SLA
Service Level Agreement
SLS
Service Level Specification
4
Architectural Assumptions

The architecture and framework as specified in TS 23.288 [5], TS 23.501 [2], TS 23.502 [3] and TS 23.503 [4] are regarded as the baseline for the present study.

Solutions shall build on the 5G System architectural principles as in TS 23.501 [2], including flexibility and modularity for newly introduced functionalities.

5
Use Cases and Key Issues

5.1
Use Cases
5.1.1
Use Case #1: NWDAF-assisted RAT/frequency selection

5.1.1.1
Description

Many operators are about to perform frequency reframing and deploy NR with high and low frequency.

The RFSP mechanism is supported in the current specification. It can be beneficial to leverage NWDAF to perform/provide the big data analytics in order to help the PCF to derive suitable RAT/frequency selection policy (e.g. RFSP). Based on UEs behaviour/Service analytics data provided by NWDAF, there are two corresponding scenarios we need to consider:

-
Scenario 1: enable inter-RAT selection from NR (i.e. gNB) to E-UTRAN (i.e. eNB connected to EPC).

-
Scenario 2: enable frequency selection from NR with high frequency to NR with low frequency.

In scenario 1, e.g. enable inter-RAT selection from NR to E-UTRAN if some UEs/users are always inactive or use low value services (e.g. P-to-P download) at some time or somewhere, in order to guarantee other UEs/users' QoE. On the contrast, e.g. maintain on current NR RAT for the UEs/users who use services with higher requirements on low latency and wide bandwidth (e.g. VR, AR). In this scenario, the service MOS is a key point, which could be taken into consideration in further study.

In scenario 2, e.g. enable frequency selection from NR with high frequency to NR with low frequency if some UEs/users want to camp on NR but use the services without extreme wide bandwidth requirements. While the UEs/users using services with higher requirements on wide bandwidth will be maintained on NR with high frequency to guarantee their QoE.

5.1.2
Use Case #2: NWDAF supporting detection of anomaly events and helping in analysing its cause

5.1.2.1
Description

In Rel-16, NWDAF can provide abnormal UE behaviour analytics, as specified in TS 23.288 [5] clause 6.7.5. One area where NWDAF could help is in detecting abnormal behaviour in general, not only related to the UE. With the capability to collect different types of data already in Rel-16, the NWDAF could provide anomaly type of alerts to other network functions together with additional information on the possible cause for the anomaly, thus allowing for 5G service automation, or allowing for troubleshooting in general.

Some examples of anomaly events and information provided could be:

-
Congested cells analysis and a list of heavy users on the congested cells;

-
Signalling events anomaly per device type, per OS, per applications;

-
Signalling congestion events per network function.

Such anomaly events information could be provided to some network functions so that they could take proper action, e.g. to PCF to derive different policies, to AMF to apply different signalling parameters, etc.

5.1.3
Use Case #3: NWDAF support for dispersion analytics

5.1.3.1
Description
In Rel-16, NWDAF can provide UE mobility statistics or prediction as specified in TS 23.288 [5] clause 6.7.2. However, mobility information is not sufficient to determine hot spots areas that may require additional operator attention.

Data dispersion indices go beyond counting or knowing all visited touchpoints to focus only on locations where a UE or group of UEs have dispersed a significant amount of data, significant amount of signalling, sustained significant amount of call drops and significant amount of transaction failures. Same applies to network slice touchpoints. A data dispersion index counts the locations on which a subscriber or group of subscribers have dispersed their bulk of data volume while a voice dispersion index counts the locations where the subscribers or group of subscribers have spent most of their talk time. Other dispersion indices similarly measure the locality of control plane transactions. These indices reveal the cardinality of locations where dispersion of different measures occurred and point to the identity of these camping locations which when aggregated across UEs, quickly reveal hot spot locations.

In contrast to fixed IoT devices, UEs not designated as fixed devices may nevertheless tend to disperse most (not all) of their data in the same location (i.e. cell or an area). Such behaviour of camping UEs create hot spots that may need different operator awareness. In particular, data dispersion indices can help determine hot spot data location and the optimal desired location of edge computing resources for a UE or a group of UEs. It can also exploit the locality information and assist in positioning UPFs in key locations that optimize the User Plan routing (WT #12) and reduce latency.

Obtaining a UE or UE group dispersion indices is not necessarily UE centric measure and can be used as a network centric measure. A UE, or group of UEs mobility profile may indicate N visited locations but in reality, only M << N locations account for the bulk of the dispersed data. With this kind of network centric information, attention for data optimization effort can be directed at the discovered hot spot locations in addition to the operator defined hot spots and/or area of interest.

The various dispersion indices enable NWDAF to assist core elements to take proper action. Examples:

-
When a data hot spot is detected at a particular area, Registration Area or a cell, the NWDAF can assist the PCF to reduce the bandwidth or QoS attributes assigned to the campers that created the hot spot through their excessive data usage.

-
When transaction storm is detected in a particular area, Registration Area or a cell, the NWDAF can assist the AMF to prevent additional access to the detected high transactions hot spots.

-
When a network slice is detected as loaded by campers, or subjected to signalling storm, the NWDAF can assist the NSSF to select alternative network slice instance when additional campers attempt to use the loaded slice.

-
Assist the steering of UP traffic to UPF(s) that better serve hot spot location and the placement of edge computing at the same local.

NOTE:
In this use case, hot spots are dynamically discovered through dispersion analytics. However, a hot spot may be operator defined as well though the dispersion indices still provide insights into the mobility behaviour of users at the hot spot location. Indices could also be specifically measured per selected touchpoints or defined areas of interest.
5.1.4
Use Case #4: Analytics Assisted Smart City Applications

5.1.4.1
Description

Smart city applications may benefit from collecting analytics.

In the case of smart transportation system, the network data from 5G NFs, and the service data from AFs, e.g. Transportation Application and even the Application Functions (e.g. Ride Sharing Applications) are collected to provide analytics related to pedestrian or vehicle movement patterns and traffic information (e.g. vehicle queue length). By using the data analytics, the Transportation Application Platform can perform final decision-making and execution to alleviate urban traffic congestion.

Editor's note:
Further description of other smart city application and the requirements will be provided in future meeting.

5.1.5
Use Case #5: NWDAF supporting the detection of cyber-attacks
5.1.5.1
Description

Cyber-attacks can be efficiently detected by monitoring events and data packets in the UE and in the network with the support of NWDAF and machine-learning algorithms.

The UE and NWDAF collaborate with each other to detect the attacks that may occur in UE, RAN or Core Network.

NOTE:
Relevant parameters to be collected from UEs should be provided by SA WG3.

Attack detection alerts could be provided to OAM and 5GC NFs that have subscribed to them so that they could take proper action.

5.1.6
Use Case #6: Supporting edge computing
5.1.6.1
Description

Edge computing can improve the quality and experience of services by allowing huge data volume with low latency and high efficiency. To support edge computing, 5GS introduced several enabling features for edge computing is introduced such as AF influence traffic routing, Local Area DN (LADN), Uplink Classifier (UL CL)/Branching point, and etc. During the rel-16 eNA study, a use case for edge computing has been studied under named "Use Case 7: NWDAF assisting 5G edge computing". Based on the use case, a key issue has derived to support the decision of SMF and PCF for UP path selection, under key issue was Key Issue 6: NWDAF assisting traffic routing. However, the analytic information had focused on only internal UP path configuration by SMF.

To enhance both edge computing and 5GS operations, NWADF can assist decisions and operations by providing network and service data analytics in advance. The benefits of this use case is to consider the followings; 1) User and service mobility, 2) service/application characteristics such as QoS/QoE, 3) optimal UP path, 4) various edge computing deployment scenario, and more. In order to support edge computing operations efficiently, 5GS could be evolved to support mobility management considering both UE and resource mobility /availability, traffic steering such as UPF selection considering DNAI characteristics, UP path change and optimization such as SMF's path allocation decision and SSC mode selection, and etc. Consequently, it can improve the quality of services of edge computing hosted.

5.1.7
Use Case #7: Real-time data collection and analytics delivery by NWDAF

5.1.7.1
Description
In Release 16, an NWDAF is defined to provide a consumer NF with analytics that assist control decisions at the consumer NF. The NWDAF collects input data by subscribing to event-based or timer-based notifications from the source NFs and/or the OAM. The NWDAF produces analytics outputs based on the collected inputs, and delivers these outputs to a designated consumer NF. In some cases, e.g. if an immediate reaction is required against dynamic change of the network status, the timely delivery of the analytics outputs will be crucial to make the analytics outputs useful at the consumer NF. That is, if an analytics output is provided to the consumer NF after the consumer NF already took some decision/reaction or the network status shifted again, it will not be useful for the consumer NF.

It should also be noted that for the timely delivery of the analytics outputs, the input data collection and analytics output generation need to be done in a specified time limit. This introduces a requirement for real-time or near real-time communication between source NF(s), NWDAF and consumer NFs for data collection, analytics generation and analytics delivery. That is, the eNA system should be able to perform whole operations of receiving data, processing them and returning results, sufficiently quickly to affect the environment at the time.

NOTE:
The time constraint or deadline for data collection and analytics delivery may be different per analytics or specific use case.
Some examples for the use case may include the followings:

-
Network performance monitoring if network congestion level crosses a threshold,

-
Anomaly analysis and report on detecting UE's malfunctions or hacking, etc.

NWDAF may improve network performance in these scenarios by supporting real-time or near real-time data collection and analytics delivery.
5.2
Key Issues
5.2.1
Key Issue #1: Logical decomposition of NWDAF and possible interactions between logical functions

5.2.1.1
Description

Rel-16 introduced possibility of networks implementing multiple NWDAF instances for different Analytics IDs. NWDAF currently is considered to be a monolithic entity and each NWDAF instance may need to reflect such monolithic architecture consisting of all of the logical functions. The NWDAF NF provides the following functionality according to TS 23.501 [2].

-
Support data collection from NFs and AFs;

-
Support data collection from OAM;

-
NWDAF service registration and metadata exposure to NFs/AFs;

-
Support analytics information provisioning to NFs, AF.

The proposal as per this Key Issue is to:

-
Study whether NWDAF functional split is required, and identify the NWDAF functionality in TS 23.288 [5] and TS 23.501 [2] that can be separated or placed in a different NF/NF Service.

-
If the split is required, study how to split the NWDAF functionalities.

-
Study whether standard based services need to be defined as a result of splitting NWDAF functionality.

-
Study how to provide a complete analytics service from the decomposed set of NF/NF Services.

5.2.1.2
Requirements

NOTE:
Logical decomposition of NWDAF does not prevent collocating of some of the decomposed components with 5GC NF(s) to facilitate the network deployment.
5.2.2
Key Issue #2: Multiple NWDAF instances

5.2.2.1
Description

As outlined in Rel-16, a single instance or multiple instances of NWDAF may be deployed in a Public land mobile network (PLMN). In case multiple NWDAF instances are deployed, the architecture supports deploying the NWDAF as a central NF, as a collection of distributed NFs, or as a combination of both.

When multiple NWDAFs exist, not all of them need to be able to provide the same type of analytics results.

However, no specific requirement has been defined regarding how different NWDAFs could cooperate, i.e. in Rel-16 each NWDAF acts independently from the other NWDAFs.

Some of the NWDAFs in one network may be providing the same type of analytics, and so may help each other for e.g. specific analytics for specific target UEs or specific analytics for specific area of interest.

Although some of these NWDAFs may be providing different type of analytics, they may still be able to help each other if e.g. analytics are somehow related: one example is for expected UE behavioural parameters related network data analytics, which have a tight relation with UE mobility analytics and UE communication analytics. As another example, in order to build abnormal behaviour related network data analytics, the NWDAF would need to collect similar type of data than the data needed to build analytics for UE mobility pattern and for UE communication pattern. Investigating how NWDAFs could cooperate is needed to ensure efficiency of analytics service in a network.

In order to support multiple NWDAFs, the following needs to be considered:

-
Study scenarios where deployment of multiple NWDAFs (or NWDAF instances) is beneficial.

-
Study whether there is a need for architectural and functional changes for the support of multiple NWDAF Instances in one PLMN, including hierarchies, roles and inter-NWDAF instance cooperation.

-
Do the current analytics types, input/output data analytics and / or procedures covered by eNA (Rel-16) require any enhancements/extensions?

-
Study whether data collection and/or analytics generation can be enhanced in multiple NWDAFs case, e.g. whether NWDAFs can cooperate with each other. If yes, study how to achieve a specific data collection and/or analytics generation target (e.g. for specific target UEs or specific area of interest) with multiple NWDAFs.

-
Study any interactions between multiple NWDAFs across multiple slices and how they can be optimized to avoid unnecessary signalling.

5.2.2.2
Requirements

The network shall be able to deploy NWDAF as single or multiple instances.

The network architecture shall support deploying NWDAF as a central NF, as a collection of distributed NFs or as combination of both.

Each NWDAF instance can support certain types of analytics, identified by analytics ID.

The NRF stores NWDAF profile per NWDAF instance.

Other NFs may query the NRF (to discover a NWDAF instance supporting certain types of analytics) via including the analytics ID(s) as specified above.

5.2.3
Key Issue #3: Mapping of NWDAF use cases to NFs and identify actions that could be taken based on NWDAF analytics and predictions

5.2.3.1
Description

NOTE:
No work will be progressed on this key issue for Rel-17.

Rel-16 specifies a number of use cases that can be supported by NWDAF. In the description of these use cases a generic consumer of the use case is assumed. While from NWDAF perspective this is appropriate, actions that the consumers could take based on analytics and predictions may not have been specified in Stage 2 specifications.

With analytics output in the form of statistics or prediction data, the behaviour at the consumer NF may be different per NF implementation. The parameters for each analytics output from the NWDAF is defined in the standard, but its interpretation and application at the consumer NF is not specified. Therefore, a consumer NF may have different interpretation of the received statistics which results in different behaviour in the associated usage scenario.

This is especially important for 5G Core Network Functions in order to achieve consistency and interoperability. Analysis of existing NWDAF use cases from 5G Core Network Function perspective will help in ensuring applicability of the use case and validation of inputs and outputs for the use case.

Hence, the proposal as per this Key Issue is to:

-
Study whether triggers at the NF for requesting analytics needs to be defined.

-
Study whether there is need to further define NF usage of statistics and predictions, provided by NWDAF.

-
Identify whether any further functional enhancement or exchange of additional parameters are required for NF interaction with NWDAF.

5.2.3.2
Requirements

Editor's note:
This clause provides the requirements the solutions to this key issue need to address.

5.2.4
Key Issue #4: Remaining aspects on how to ensure that slice SLA is guaranteed

5.2.4.1
Description

There is a need to define a solution to ensure that the SLA on Service Experience provided by the MNO can be guaranteed at any time. This includes ensuring that UEs can register in a Network Slice Instance under the condition that the SLA on Service Experience negotiated between the MNO and the ASP is guaranteed. The SLA includes the following "Percentage of UEs that access an Application that report Service Experience between 4-5 should be at least X".

In order to enable measurements of the above described SLA, TS 23.288 [5] defines Analytics ID on Observed Service Experience, with different granularities, including e.g. per Application or list of Applications or for all the traffic running within a certain slice, identified by a S-NSSAI. This Analytics ID provides the Observed Service Experience at a particular point in time, including a time in the future. The consumer of this Analytics ID is in this context OAM according to the Rel-16 TS. In Rel-17, it will be studied whether other consumers of this Analytics ID are possible.

In addition, SA WG5 WID on Closed loop SLS Assurance (SP-190781), covers in its objectives how to specify a closed loop assurance solution that helps an operator to continuously deliver the expected level of communication service quality.

For this study, it is assumed that NFs are configured with the maximum number of UEs registered per Network Slice according to the OAM SLA assurance.

Solutions to this key issue are expected to address the following aspect:

-
How to leverage NWDAF analytics to monitor the number of UEs registered in the Network Slice and their Observed Service Experience. In addition to OAM performing SLA assurance, whether/which 5GC NFs can take actions based on NWDAF slice QoE analytics to prevent further service experience degradation in the Network Slice.

NOTE 1:
This work will need to be coordinated with SA WG5 work on closed loop SLS Assurance WI.

NOTE 2:
When required, this work will consider the results of the ongoing study of eNS_Phase2.

NOTE 3:
Solutions should take into account RAN3 feedback in S2-1903068: solutions described in Rel-16 to provide additional mechanisms to allow 5GC to influence RRM policies configured at the RAN, will not be in scope of Rel-17.

5.2.4.2
Requirements

Editor's note:
This clause provides the requirements the solutions to this key issue need to address.

5.2.5
Key Issue #5: New types of outputs provided by NWDAF

5.2.5.1
Description

NOTE:
No work will be progressed on this key issue for Rel-17.

NWDAF implementations, as per Rel-16 standards, can provide, for a given analytics ID, two different types of output to the consumer of these analytics: either statistics in the past or predictions for the future.

While statistics and predictions provided by NWDAF can already be a useful source of information for analytics consumer decisions, it is necessary to investigate how to further enhance NWDAF functionality and allow NWDAF to provide more elaborated output to its potential customers. Some related use case is described in clause 5.1.2.

In the context of FS_eNA work in Rel-16, the aspect of NWDAF providing recommendations (where the 5GC NF delegates some calculation of optimal parameters to the NWDAF, but still remains responsible for the final choices) has been partially discussed but decision for Rel-16 was to not progress this further.

Within the context of this key issue, it is proposed to study:

-
Identify whether, for new use cases in Rel-17, the NFs benefit from new type of outputs or recommendations compared to statistics and predictions

-
If new type of outputs or recommendations are needed according to the bullet above, then the next step would be:

-
How a NF consumer requests NWDAF new type of outputs or recommendation analytics and what are the necessary inputs.

-
What information the NWDAF new type of outputs or recommendations will contain.

-
the data needed to collect by the NWDAF to be able to provide such new types of output or recommendations.

5.2.5.2
Requirements

The NWDAF shall not need 5GC NF application knowledge to build these new types of outputs or recommendations.

It shall be studied if there is a need to provide Recommendations to NF, on the actions to be taken. Recommendations must add considerable usefulness on-top of existing analytics.

NOTE:
If it is concluded to have recommendations, the NF receiving statistics/predictions from NWDAF may decide not to apply these recommendations.

Whether the new use cases added in Rel-17 add to a stronger use case base or not, meaning whether they drive the introduction of recommendations from NWDAF shall be studied.

5.2.6
Key Issue #6: Study possible mechanisms for improved correctness of NWDAF analytics
5.2.6.1
Description

NOTE:
No work will be progressed on this key issue for Rel-17.

NWDAF subscribes to various events to collect data required for analytics from Network Functions (NFs). NFs can subscribe to analytics from NWDAF for various use cases. However, if the NWDAF would like to improve its analytics, currently the mechanism NWDAF may use is to subscribe to data from NFs and OAM and form its view on how good a particular analytic was. This might be a tedious and process intense work and could be optimized using other means (such as NF explicitly indicating the action that may have been taken in a specific event).

In addition, the consumer NF utilizes such analytics output data received from the NWDAF in making its decision for related control process. However, since the decision is solely dependent on the consumer NF, it is difficult for the NWDAF to assess the decision made at the consumer NF and the network status change caused by the decision. This may impose two drawbacks in the NWDAF performance perspective. That is, delay in collecting updated data by the NWDAF and additional analytics signalling from the NWDAF may deteriorate the performance. The NWDAF will not detect the change made by the consumer NF until it receives and analyse all related data from the source NFs, which also contribute to the wrong decision in producing subsequent analytics result. Also, the NWDAF may resend the same or similar analytics data to the consumer NF until it detects the new network status change made by the consumer NF. NF feedback for the received analytics output can be introduced to resolve the issue in Release 17. The information and related control procedures including any functional enhancement will need to be studied.

This contribution proposes a new Key Issue improvement of NWDAF analytics performance utilizing NF feedbacks. It shall be studied what additional information (apart from already available information) is of interest for NWDAF to receive. It shall be studied what Analytics IDs do benefit from this mechanism.

Based on this discussion, the proposal as per this Key Issue is to:

-
Study functional enhancement of the NWDAF and the consumer NF for support of NF feedback.

-
Study information to be included in the NF feedback.

-
Study impact of additional signalling load by NF feedback and how to mitigate the signalling.

5.2.6.2
Requirements

Editor's note:
This clause provides the requirements the solutions to this key issue need to address.
5.2.7
Key Issue #7: Adding Application attributes and KPIs as the Input data in some services described in TS 23.288 [5]
5.2.7.1
Description
This key issue proposes to study which Analytics Ids described in TS 23.288 [5] and new Analytics Ids that may be studied in Rel-17 can benefit from adding new input data from the Application detection feature such as that described in TS 23.503 [4] clause 6.2.2.2 based on the packet inspection functionality available in the UPF described in TS 23.501 [2] clause 6.2.3.

This key issue will study the following aspects of using Application detection feature to improve the statistics and predictions already defined in TS 23.288 [5] and under the definition in FS_eNA_Ph2.

-
Data collection:

-
What other attributes and KPIs acquired from Application detection can be included based on the type of Analytics Id.

-
Application's Traffic KPIs Measurement:

-
What new measurements can be incorporated in the UPF.

-
Impact on each Analytics Id:

-
What parameter from the current Analytics Ids data Input in TS 23.288 [5] can be improved by using Application detection and maintaining backwards compatibility.

-
New Input data maintaining backwards compatibility.

5.2.7.2
Requirements

Editor's note:
This clause provides the requirements the solutions to this key issue need to address.
5.2.8
Key Issue #8: UE data as an input for analytics generation

5.2.8.1
Description

This key issue addresses whether and how to enhance the 5GS to support collection and utilisation of data provided by the UE in NWDAF in order to provide input information to generate analytics information (to be consumed by other NFs).

Where the network enhancements can be envisioned based on UE data provided to NWDAF, the following issues will be studied:

-
What type of information from the UE could be collected by the network (e.g. NWDAF) as input for analytics generation?

-
What types of analytics information could be provided by NWDAF to other NFs to leverage the data provided by the UE?

-
How frequently such data provided by the UE are to be shared with the NWDAF?

-
What are the triggers for the UE to provide data to the NWDAF as input for analytics?

-
How to ensure the integrity and Operator-level accessibility of UE-provided information in order to avoid using misleading or untrusted information in the network?

-
Whether there are privacy aspects that need to be considered, i.e. related to the information provided by the UE? If so, how to ensure privacy on collection and utilisation of UE data?

And finally,

-
How the NWDAF collects the UE's information (the method of collection of data)?

NOTE 1:
The method of collection of RAN impacting parameters from the UE will be investigated after the MDT work of TSG RAN is completed.

NOTE 2:
The study on type of information collected from the UE also considers the level of on-device processing needed on the data (if any) before collection by the network/ NWDAF.

NOTE 3:
The above studies consider already existing 3GPP procedures to collect data from the UE and leverage them whenever possible to avoid duplicated procedures.

NOTE 4:
Any privacy, integrity or accessibility aspects identified will be studied in coordination with SA3 (if needed) and will be considered for the evaluation of the solutions.

5.2.8.2
Requirements

The network is able to ensure the privacy, integrity, and Operator-level accessibility of the data provided from the UE.

The NWDAF is able to provide statistics or prediction information to other NFs to leverage the data provided by the UE.

There is no direct interface between the UE and the NWDAF.

This key issue shall only address how the 5GC can obtain information from the UE that is not already available at the network.

5.2.9
Key Issue #9: Dispersion analytic output provided by NWDAF

5.2.9.1
Description
NWDAF implementations, as per Rel-16 standards, can provide UE mobility and UE communication analytics. This also includes statistics in the past or predictions for the future. While UE mobility and communication analytics provided by NWDAF can already be a useful source of information for analytics consumer decisions, it is necessary to investigate how to further enhance NWDAF functionality and allow NWDAF to provide more elaborated output to its potential consumers and utilize UE(s) collected information to determine network centric attributes.
Within the context of this key issue, it is proposed to study:

-
Identify whether, for new use cases in Rel-17, the NFs benefit from the inclusion of dispersion analytics, i.e. new type of analytics in addition to UE mobility and communication analytics.
-
If new type of dispersion analytics is deemed necessary then the next step would be to study:

-
How a NF consumer requests NWDAF new type of dispersion analytics and what are the necessary inputs.

-
How the NFs can make use of dispersion analytics for its actions.

-
What information the NWDAF dispersion analytics outputs will contain.

-
What data needs to be collected by the NWDAF to be able to provide such new types of dispersion output analytics.

-
If provision of dispersion analytics is likely to reduce the signaling load.

5.2.9.2
Requirements

In order to provide dispersion information, the NWDAF may collect relevant additional UE mobility information, data usage and information related to session management from OAM, 5GC and AFs.
5.2.10
Key Issue #10: NWDAF Assisted UP Optimization

5.2.10.1
Description
NWDAF implementations, as per Rel-16 standards, can provide network performance analytics. This also includes communication and mobility information and the amount of UEs located in an area of interest. While network performance provided by NWDAF can already be a useful source of information for analytics consumer decisions, it is necessary to investigate how to further enhance NWDAF network performance functionality to enable visibility of key users to support user-aware performance optimization through data path management. No user or user group customization is possible when users are only counted. However, the ability to discern between different user types gives greater flexibility and accuracy to optimization activities. In particular, NWDAF should provide analytics that points to the users that are driving network activity in a particular area of interest.

In order to support diverse usage scenarios of 5G such as edge computing and AR/VR, the applications or services deployed in cloud or edge computing could be run on multiple external ENs, and/or they can be relocated into another location. It means that the service experience can be affected by both internal and external UP selections. To improve the service experience, this key issue needs to consider service/application traffic characteristics, mobility of UE and frequent relocation of service/application and the end to end service/application performance analytics among the multiple data paths.
Within the context of this key issue, it is proposed to study:

-
What information the NWDAF outputs will contain.

-
Study whether new type of analytics are needed for UP optimization.

-
How the NFs can make use of analytics for its actions.

-
What kind of data should be collected by the NWDAF to provide new type of UP optimization analytics.

-
What kind of analytics should be exposed to AFs or NFs to select optimal UP to improve end-to-end service experience.

5.2.10.2
Requirements

Editor's note:
This clause provides the requirements the solutions to this key issue need to address.
5.2.11
Key Issue #11: Increasing efficiency of data collection
5.2.11.1
General Description

Currently following mechanisms are supported for NWDAF data collection:

-
Subscription and Notification.

-
Request and Response.

For NWDAF to utilize subscription mechanism, it has to become aware of the serving entity. In 5GC such serving entities could keep changing even for a single UE. Tracking serving entities and managing subscriptions/de-subscriptions in a large scale network could be quite complex for NWDAF. Thus, it is important to study ways to reduce the load on tracking serving entities (i.e. of collecting data on 5G entities association information), to avoid forcing NWDAF to subscribe to all events from all NFs (i.e. UDM, NRF, BSF), so that NWDAF is able to determine the serving entities at any period in time. Hence, both NFs and NWDAFs need to store contexts related to subscriptions, manage and restore them when lifecycle events occur.

Similarly, an event that a NF may raise may be of interest to multiple NWDAFs that are supporting different Analytics IDs. In subscription/notification model, all of these NWDAFs need to make explicit subscription with the NF. NF has to send multiple notifications to NWDAFs i.e. one for each subscriber.

In a multiple NWDAF environment, NWDAF instance(s) may receive from different consumers the request for the same Analytics ID and trigger multiple times the data collection for the same type of data.

As the networks scale the above mentioned issues in the context of Network Analytics become manifold leading to inefficiencies and complexity and may cause important signalling load in data collection by the NWDAF.

Based on this discussion, the proposal as per this Key Issue is to investigate whether mechanisms are needed to:

-
Reduce signalling load for data collection;

-
Achieve communication efficiencies in large networks consisting of many NF instances and NWDAF instances.

-
Reduce dependency on managing subscriptions because of lifecycle events on NF/NWDAF.

-
Reduce dependency on managing subscriptions because of change in serving entities for a UE.

-
Reduce complexity at NWDAF in determining entities serving a UE or a group of UEs and entities serving an area at a particular time window.

-
Which architectural enhancement should be defined to minimize load for data collection, e.g. for a single NWDAF as well as in a multiple NWDAF environment?

-
Which enhanced mechanisms can be defined for NWDAF and NFs to minimize the load for data collection?

-
How to prevent NWDAF(s) triggering multiple times the data collection of the same data from the same NF(s)/AF(s)/OAM?

-
How to reduce frequency of notifications that are transmitted by the source NF

NOTE:
All of the above studies shall take into consideration coexistence with Rel-16 eNA architecture

5.2.11.2
Requirements
The NWDAF shall be enhanced to minimize signalling generated by data collection.

5.2.12
Key issue #12: NWDAF-assisted RFSP policy
5.2.12.1
Description

This key issue is to address the use case #1 NWDAF-assisted RAT/frequency selection. This key issue describes analytics information that may be provided by NWDAF to support NFs to assist on RAT and frequency selection.
In this key issue, the following mechanisms need to be studied:

-
What kind of information is made available to the NWDAF for the data analytics (e.g. the information collected for assisting RFSP index) and from which provided NFs?
-
Which kind of information should the NWDAF output to the NWDAF consumer as the data analytics.

-
how the NWDAF consumer of analytics, such as PCF, uses the NWDAF analytics to enhance the RFSP index value assigned to a UE.

5.2.12.2
Requirements

-
It shall be studied what type of analytics, either existing AnalyticsId or new ones are needed in order to assist RFSP value assigned for a UE, when consuming an application and depending on the time of the day and the user location.
5.2.13
Key Issue #13: Triggering conditions for analytics

5.2.13.1
Description

Rel-16 eNA work has introduced several types of analytics in TS 23.288 [5]. In parallel, SA2 has specified some use of these analytics by 5GC NFs, in TS 23.501 [2] or TS 23.502 [3] for e.g. AMF, SMF, and in TS 23.503 [4] for PCF.

The analytics framework defined in TS 23.288 [5] relies on the consumer-producer paradigm, with NWDAF providing analytics to consumers upon request or subscription to notifications from these consumers. The decision to trigger analytics then rely on the consumer. The NWDAF can also provide analytics to AFs, again upon request from the AFs.

One aspect which has not been investigated yet is under which conditions the consumers can request for these analytics or under which conditions NWDAF should start collecting data. Taking the example of UE related analytics, some UEs may need specific analytics irrespective of the applications running, or alternatively only for specific applications, and not all UEs may require the performed analytics. Also, some criteria such as network conditions may influence the decision to trigger analytics, i.e. the level of congestion in the network may influence when to trigger the analytics, or analytics for a UE may only be needed in specific areas.

In order to minimize the load for data collection and to allow real-time or near real-time communication for analytics, it is required to investigate the triggers at NWDAF for starting data collection.

It is required to study how analytics can be triggered from the analytics consumer perspective or from the NWDAF perspective.

Within the context of this key issue, it is proposed to study:

-
which types of triggers can be used by analytics consumers to request for or subscribe to analytics;

-
whether triggers need to be defined for data collection by NWDAF and which types of triggers can be used by NWDAF to start collecting data;

-
whether triggers need to be defined for analytics generation by NWDAF and which types of triggers can be used by NWDAF to build analytics;

-
whether configuration for these triggers is needed;

-
whether changes to 5Gs architecture and services are needed to allow for such triggers and configuration.

5.2.13.2
Requirements

Editor's note:
This clause provides the requirements the solutions to this key issue need to address.

5.2.14
Key Issue #14: NWDAF-assisted application detection

5.2.14.1
Description
This key issue proposes to study adding new input data from the application detection feature described in TS 23.503 [4] clause 6.2.2.2 to support the analytics defined in TS 23.288 [5] and new analytics during Rel-17. The detection of application can be requested and reported by means of 1) a set of SDF filters and 2) an application ID. The former method detects the target application using packet header matching, and the later method is based on the packet inspection functionality available in the UPF described in TS 23.501 [2] clause 6.2.3. The result of application KPI measurement can improve the analytics provided by the NWDAF.

Meanwhile, the number of applications or services available in the market is growing highly, and thousands of new applications are released on the market per day. The velocity of new application release is also increasing very rapidly. Detecting and managing all application using manually provisioned rules are hard to match with the velocity, and the deployment of those rules are very expensive. It is needed to study how to detect and manage new application traffic automatically. The issues to be studied are described as follows:

-
Study on how to detect newly released applications assisted by the NWDAF.

-
What kind of data need to be collected for new application detection?

-
What kind of analytics should be exposed?

5.2.14.2
Requirements

Editor's note:
This clause provides the requirements the solutions to this key issue need to address.

5.2.15
Key Issue #15: User consent for UE data collection/analysis

5.2.15.1
Description
In Rel-16, standard has already specified operator can collect network data or AF data and do analytics based on it. However, user's consent of per UE data retrieving and user's consent of per UE data analysis are not discussed.
A user consent may be required for some or all the UEs based analytics information. However, how the user consent will be collected is up to the operator.

In this key issue, it is to discuss and specify:

-
How the user consent is provided to the relevant 5GC entities?

-
Which network entities will be involved in enforcing the user consent?

5.2.15.2
Requirements

User interrogation for user consent via signalling is out of the scope of this Key Issue.

Any solution or conclusion of this key issue shall be coordinated with SA3.

5.2.16
Key Issue #16: UP optimization for edge computing
5.2.16.1
Description

Edge computing enables to locate resources near the consumers to provide low latency and high data volume. In order to support tremendous services/applications running in edge computing efficiently, 5GC need to consider edge computing deployment and hosted application/service characteristics. In this context, it is necessary to consider 1) native edge service/application characteristics, 2) mobility of both UE mobility and service/application mobility, 3) the characteristics and performance of DN between UPF and edge computing, 4) edge computing infrastructure deployment. In order to support both 5GS and edge computing operations, the following issued could be studied:

-
What kind of analytics could be exposed to AF (edge computing) and internal NFs to improve UP optimization and support edge computing operations efficiently?

-
What kind of data should be collected by the NWDAF to provide analytics information to support edge computing?

-
How to assist UP path optimization considering DN characteristics?

NOTE:
the solutions of this key issue should be aligned with the agreements from FS_enh_EC.

5.2.16.2
Requirements

Editor's note:
This clause provides the requirements the solutions to this key issue need to address.
5.2.17
Key Issue #17: Definition of accuracy levels

5.2.17.1
Description

The Rel-16 specification TS 23.288 [5] introduced the notion of accuracy levels for the provision of analytics to NWDAF consumers.

This accuracy levels are limited to two values (High/Low) with a non-specified semantics. The limited number of accuracy levels, as well as the lack of definition of semantics may lead to excess or deficiency in the quality of provided analytics, interoperability issues for the interpretation of the analytics provided by consumer NFs, and global deployment issues (ex: high load for computation or data collection).

The proposal as per this Key Issue is to study the following points:

-
Global definition of semantics (i.e. possible values and their meaning), with possible impacts on procedures;

-
Semantics common to all analytics, or either defined on a per-analytics basis;

-
Common or different semantics for statistics in the past and predictions in the future;

-
Possibility of additional standardized accuracy levels, at finer grain, for better control; and

-
Possibility of non-standardized accuracy levels.

5.2.17.2
Requirements

Editor's note:
This clause provides the requirements the solutions to this key issue need to address.
5.2.18
Key Issue #18: Enhancement for real-time communication with NWDAF
5.2.18.1
Description
The validity of an analytics output at a consumer NF is also affected by the timely delivery of the output by the NWDAF, e.g. when the network status changes rapidly and drastically. In this case, an output should be timely provided to a consumer NF by the NWDAF to allow the consumer NF to use the analytics output for proper reaction/decision.

The NWDAF is supposed to provide analytics outputs based on the data that are collected from the source NFs and/or the OAM. The correctness of NWDAF outputs heavily relies on the freshness, completeness and accuracy of the data that are available at the NWDAF at the time when the outputs are produced by the NWDAF. Some analytics outputs (e.g. short-term prediction) may be valid for use at a consumer NF, if and only if they are based on the fresh, complete and accurate input data.

In this key issue, the following aspects will be studied:

-
Whether real-time or near real-time communication for data collection and analytics generation by the NWDAF, and analytics delivery from the NWDAF to the consumer NF is required for some analytics types.

Editor's note:
Definition for real-time and near real-time communication is needed to progress such study.

-
Whether and which enhancement for data collection and/or analytics exposure framework is required to enable real-time or near real-time NWDAF communication.

-
Whether and which information or parameters are required to enable real-time or near real-time NWDAF communication.

5.2.18.2
Requirements

Editor's note:
This clause provides the requirements the solutions to this key issue need to address.

5.2.19
Key Issue #19: Trained data model sharing between multiple NWDAF instances
5.2.19.1
Description
NWDAF is responsible for data analytics generation based on a model which can be trained using a machine-learning algorithm and a training data set. The model could be a structured file which is used for data analytics generation.

NWDAF may perform both model training  and inference.
Considering the different requirements and multiple NWDAF instances, as described in clause 4.1 in TS 23.288 [5] and the Key Issue #2: Multiple NWDAF instances, it is considered to study trained data model sharing between multiple NWDAF instances. This key issue includes the following aspects:

-
Are there use cases where NWDAF instances can generate Analytics IDs (i.e. data analytics) reusing a model trained by other NWDAF instances?

-
How does a NWDAF instance provide the trained data model to other NWDAF instances?

-
How does a NWDAF instance discover and consume the data model trained by other NWDAF instances?

-
Which interactions should have standardized interfaces with NWDAF architecture?

-
How are features and components of trained data model shared between NWDAF instances?
NOTE 1:
This Key Issue does not specify a model such as the model structure or parameters, but reuses the data model.
NOTE 2:
The models shall be sent transparently over any possible specified interface.

NOTE 3:
This Key Issue studies the cases where a model is provided from one NWDAF instance to another (to be distinguished from the SA5 scope where a data model is provisioned or configured).

NOTE 4:
This Key Issue has dependency with Key Issue #1: Logical decomposition of NWDAF and possible interactions between logical.
Editor's note:
Before going to normative phase for this key issue, we shall assure that neither SA5 nor any open source project or similar has an appropriate feature to send models that fit the purpose.

5.2.19.2
Requirements

Editor's note:
This clause provides the requirements the solutions to this key issue need to address.
5.2.20
Key Issue #20: NWDAF assisting in detecting anomaly events for the user plane

5.2.20.1
Description

As described in clause 5.1.2, one use case for NWDAF is to help supporting detection of anomaly events and helping in analysing the possible related cause. In order to optimize user plane handling, NWDAF could help in detecting anomaly events for the user plane and help other functions in the network to analyse the cause for the anomaly.

With this key issue, it is proposed to study:

-
which types of anomaly events for user plane could be detected by NWDAF,

-
what would be the format of the related output analytics provided by NWDAF,

-
which data the NWDAF would need to collect, and from which 5GS function, in order to be able to build analytics related to anomaly events for the user plane.

5.2.20.2
Requirements

Editor's note:
This clause provides the requirements the solutions to this key issue need to address.
5.2.21
Key Issue #21: NWDAF assisting in user plane performance
5.2.21.1
Description

One area where NWDAF could help is in providing user plane performance analytics, e.g. in relation with the UL/DL throughput, the packet loss rate, the RTT, etc. possibly per Application Id.

With this key issue, it is proposed to study:

-
which types of user plane performance analytics could be provided by the NWDAF,

-
what would be the format of the related output analytics,

-
which data the NWDAF would need to collect, and from which 5GS function, in order to be able to build analytics related to user plane performance.

5.2.21.2
Requirements

Editor's note:
This clause provides the requirements the solutions to this key issue need to address.
6
Solutions

6.0
Mapping Solutions to Key Issues

Table 6.0-1: Mapping of Solutions to Key Issues
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6.1
Solution #1: Utilization of Pub/Sub model to increase efficiency of data collection
This solution addresses Key Issue #11: Increasing efficiency of data collection. As per the solution described in this clause, Publish/Subscribe mechanism is proposed to be utilized for data collection purposes for analytics. Publish/Subscribe mechanism decouples producers and consumers of data collection events. In this proposal from data collection perspective, NFs and trusted AFs can be considered as producers and NWDAF(s) can be considered as consumers.

Editor's note:
Utilization of this solution for data collection from OAM is FFS

6.1.1
High-level Description

A Messaging Framework that supports Publish/Subscribe mechanism is depicted below.
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Figure 6.1.1-1: Publish-Subscribe Mechanism for NWDAF Data Collection

The messaging framework consists of following functionalities. Messaging Framework is not expected to be standardized by 3GPP.

Editor's note:
If 3GPP needs to standardize any of the solution components is FFS

-
3GPP Producer Adaptor (3PA):

-
3PA adaptor may be collocated with NF or can be collocated with Messaging Infrastructure.

-
A network may have a number of 3PAs.

-
3PA may optionally subscribe to NRF to discover and identify NF instances when they are created:

-
3PA may associate itself with specific NF types and/or instances.

-
3PA subscribes to all events supported by the NF type for all UEs:

-
Alternately, 3PA may subscribe to events supported by the NF instance based on subscriptions that other consumers may have made.

-
In such a case, 3PA may consolidate subscriptions from other consumers.

Editor's note:
Association of multiple 3PAs with NF instances is FFS

-
3PA may add additional meta data or transform the event information according to the needs of Messaging Infrastructure:

-
Such meta data may be used for propagation and filtering of events by 3CA.

-
NFs send event notifications to 3PA using existing 3GPP Rel-15 and Rel-16 mechanisms:

-
Content and format of event information exchanged between NF and 3PA shall be based on 3GPP Rel-15 and Rel-16 mechanisms.

-
3GPP Consumer Adaptor (3CA):

-
3CA acts a pseudo NF towards NWDAF(s).

-
3CA may be collocated with NWDAF or can be collocated with Messaging Infrastructure.

-
A network may have a number of 3CAs.

-
NWDAF discovers 3CAs that it can interact with through configuration.

Editor's note:
Discovery of 3CA through NRF is FFS.

Editor's note:
Association of multiple 3CAs with a single NWDAF instance is FFS.

-
NWDAF based on Analytics ID(s) that are supported by it, subscribes with 3CA for all of its needs using existing 3GPP mechanisms. NWDAF sees 3CA as a super NF encompassing all of NF types and instances in -the network.

-
NWDAF need not discover or track serving NF entities for UEs or sessions.

-
NWDAF should utilize 3CA as a "Super NF" representing all of the NF instances/NF Service instances in the network.

-
3CA propagates analytics events to NWDAF based on NWDAF's subscriptions to events:

-
3CA may transform event information from Messaging Infrastructure semantics to 3GPP formats if required.

-
Content and format of event information exchanged between 3CA and NWDAF shall be based on 3GPP Rel-15 and Rel-16 mechanisms.

-
Messaging Infrastructure:

-
Messaging Infrastructure is responsible for event information propagation between consumers and producers.

-
Messaging Infrastructure and/or 3CA maintain NWDAF subscriptions and filtering information.

-
Messaging Infrastructure may support multiple event delivery mechanisms such as best effort or guaranteed delivery:

-
For 3GPP purposes guaranteed delivery of events may be utilized.

-
Messaging Infrastructure, 3PA and 3CAs may have functionality to filter out events that may not meet certain guaranteed delivery timeframes.

6.1.2
Impacts on services, entities and interfaces
-
Impact on NF:

-
None.

-
Impact on NWDAF:

-
NWDAF discovers 3CA either by configuration or through NRF.

-
NWDAF subscribes to and utilizes 3CA for all analytics data collection needs.

-
Coexistence with Rel-16 model can be achieved as follows:

-
NWDAFs that do not support usage of 3CA can continue to utilize Rel-16 mechanisms. Since NF functionality is not changed as per this solution, NWDAF can continue to utilize Rel-16 mechanisms.

-
3GPP Consumer Adaptor (3CA):

-
3CA functionality is part of Messaging Framework.

-
3CA represents all of the NF instances/NF Service instances in the network from NWDAF perspective for data collection purposes.

-
NWDAF instance may discover 3CA using NRF or configuration.

-
3GPP Producer Adaptor (3PA):

-
3PA functionality is part of Messaging Framework.

-
3PA may utilize NRF to discover and associate with NF instances.

6.2
Solution #2: Remaining aspects on how to ensure that slice SLA is guaranteed
6.2.1
Description

This solution addresses Key Issue #4 by leveraging NWDAF slice level analytics to trigger a slice load distribution mechanism aimed at assisting with SLA guarantee. Relying motly on observed service experience analytics for a Network Slice as defined in TS 23.288 [5], the proposed load distribution mechanism can act at Network Slice level, Network Slice instance level, or both, and the consumer NF of analytics that also triggers the mechanism can be NSSF, or in its absence, AMF.

6.2.1.1
General

In this solution, NSSF or AMF subscribe to slice service experience analytics and NWDAF collects the corresponding data as detailed in TS 23.288 [5]. In addition, NSSF or AMF subscribe to slice load analytics to avoid selecting an overloaded slice for new UE registrations and/or PDU session establishments.

To assist with slice SLA, NSSF/AMF continuously analyse statistics and/or predictions for both service experience and load of the slice. The internal logic of NSSF/AMF determine when a load distribution decision is required to address an issue identified by processing the analytics. For example, when a slice is detected or forecasted to experience service experience degradation, new UE registrations or PDU sessions may not be assigned to that slice anymore by triggering a Network Slice load distribution mechanism. The proposed mechanism can act on both Network Slice and Network Slice instance levels, and s based on the simple idea of establishing a restriction for UE registrations and/or PDU sessions on a Network Slice or Network Slice instance whenever NSSF/AMF decide to do so based on the slice level NWDAF analytics. The restriction(s) may be enforced by a quota management NF when applied to a Network Slice, as described in TR 23.700‑40 [10].

In addition to NSSF/AMF, OAM may also simultaneously subscribe to both slice service experience and slice load analytics from NWDAF. OAM may use these analytics in addition to other management plane data to make eventual management decisions on a slice (e.g. scaling of a slice) and, if required, it may inform 5GC of such decisions.

6.2.1.2
Procedures
NOTE:
In all the procedures below, AMF* indicates the AMF instance involved in the call flow may refer to any AMF instance(s) within a same AMF Set.

6.2.1.2.1
NSSF based solution
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Figure 6.2.1.1-1: Procedure for NWDAF-assisted slice SLA guarantee solution based on NSSF

0a.-0b.
OAM creates a new slice and configures initial resources in RAN and in CN allocated to the slice. The slice is also configured to support a maximum number of UEs and/or PDU sessions.

1a.-1b.
NSSF and optionally OAM subscribe to slice service experience analytics from NWDAF. One or multiple subscriptions to one or multiple S-NSSAI(s), NSI ID(s) are possible.

2.
NSSF and optionally OAM subscribe to slice load analytics from NWDAF.

Editor's note:
How input data for slice load analytics is collected by NWDAF is FFS.

3.
New UEs get continously registered in the slice.

NOTE 1:
Steps 0b and 3 should be performed according to the currently ongoing eNS_ph2 work on how to enforce UE and/or PDU session quotas on a Network Slice.

4. NWDAF collects input data required to derive slice service experience analytics as described in TS 23.288 [5].

NOTE 2:
Figure 6.2.1.2.1-1 does not show the exhaustive list of NFs that may provide input data to NWDAF.

5.
Slice service experience analytics are continuously delivered by NWDAF to NSSF and optionally to OAM.

6.
Slice load analytics are continuously delivered by NWDAF to NSSF and optionally to OAM.

NOTE 3:
How OAM may use NWDAF slice level analytics needs to be determined by SA5

7.
NSSF continuously analyzes statistics and predictions on slice load and service experience aiming to improve slice assignment decisions.

8.
[OPTIONAL] OAM continuously monitors slice SLA. For that purpose it may use as optional inputs NWDAF slice level analytics in addition to other management data.

9.
NSSF decides to trigger action based on the slice analytics provided by NWDAF. Hence, NSSF may trigger either Network Slice load distribution, or Network Slice instance load distribution, or both.

NOTE 4:
This solution assumes that more than one slice may have been previously created by OAM.

10a.
[OPTIONAL] NSSF triggers a Network Slice load distribution procedure (details below).

10b.
[OPTIONAL] NSSF triggers a Network Slice instance load distribution procedure (details below).

NOTE 5:
Step 10b can only be applied if the deployment choice of the operator allows Network Slice instance(s) in the 5GC, and those are identified via NSI ID(s)..

11.
[OPTIONAL] OAM may take management decisions based on the collected inputs including management data and NWDAF analytics. If required, OAM may inform 5GC of such management decisions.

(Figure 6.2.1.2.1-1, Step 10a) NSSF triggers a Network Slice load distribution procedure:
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Figure 6.2.1.2.1-2: Detail of Step 10a in Figure 6.2.1.2.1-1
1.
Based on the slice level analytics provided by NWDAF, NSSF concludes a Network Slice restriction is required.

2a.
NSSF sends a Network Slice restriction to AMF.

2b.
The UE initiates registration procedure requesting registration on the restricted Network Slice (via e.g. S-NSSAI).

2c.
AMF/NSSF determine whether the Network Slice restriction can be satisfied for UE registration leveraging the Network Slice registration procedures defined in TS 23.501 [2].

2d.
The UE registration is completed or rejected. If completed, PDU sessions may be establised for the registered UE if/when required.

Editor's note:
An alignment with FS_eNS_Ph2 may be required for this solution based on the outcome of FS_eNS_Ph2.

(Figure 6.2.1.2.1-1 Step 10b) NSSF triggers a Network Slice instance load distribution procedure:
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Figure 6.2.1.2.1-3: Detail of Step 10b in Figure 6.2.1.2.1-1
1.
Based on the slice level analytics provided by NWDAF, NSSF concludes a Network Slice instance restriction is required.

2.
[OPTIONAL] NSSF sends a Network Slice instance restriction to AMF.

3.
New UE initiates registration procedure requesting registration on the Network Slice (identified via S-NSSAI) containing the restricted Network Slice instance (identified via NSI ID).

4.
[OPTIONAL] If AMF handles NSI ID(s) information during UE registration, it may take into account the Network Slice instance restriction to assign NSI ID to the new UE registration.

5.
[OPTIONAL] AMF and NSSF may interact as described in TS 23.501 [2] to determine the NSI ID to be used for the new UE registration.

6.
UE registration is completed or rejected

7.
A UE already registered in the network requests a new PDU session establishment according to TS 23.502 [3].

8.
[OPTIONAL] If AMF handles NSI ID(s) information during PDU session establishment, it may take into account the Network Slice instance restriction to assign NSI ID to the new PDU session establishment.

9.
[OPTIONAL] SMF selection is performed according to TS 23.502 [3] accounting for the restricted NSI ID(s).

10.
PDU session establishment is completed.

6.2.1.2.2
AMF based solution
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Figure 6.2.1.2.2-1: Overall procedure for NWDAF-assisted slice SLA guarantee solution based on AMF

0a.-0b.
OAM creates a new slice and configures initial resources in RAN and in CN allocated to the slice. The slice is also configured to support a maximum number of UEs and/or PDU sessions.

1a.-1b.
AMF and optionally OAM subscribe to slice service experience analytics from NWDAF. One or multiple subscriptions to one or multiple S-NSSAI(s), NSI ID(s) are possible.

2.
AMF and optionally OAM subscribe to slice load analytics from NWDAF.

Editor's note:
How input data for slice load analytics is collected by NWDAF is FFS.

3.
New UEs get continously registered in the Network Slice.

NOTE 1:
Steps 0b and 3 should be performed according to the currently ongoing eNS_ph2 work on how to enforce UE and/or PDU session quotas on a Network Slice.

4.
NWDAF collects input data required to derive slice service experience analytics as described in TS 23.288 [5].

NOTE 2:
Figure 6.2.1.2.2-1 does not show the exhaustive list of NFs that may provide input data to NWDAF.

5.
Slice service experience analytics are continuously delivered by NWDAF to AMF and optionally to OAM.

6.
Slice load analytics are continuously delivered by NWDAF to AMF and optionally to OAM.

NOTE 3:
How OAM may use NWDAF slice level analytics needs to be determined by SA5

7.
AMF continuously analyzes statistics and predictions on slice load and service experience.

8.
[OPTIONAL] OAM continuously monitors slice SLA. For that purpose it may use as optional inputs NWDAF slice level analytics in addition to other management data.

9.
AMF decides to trigger action based on the slice analytics provided by NWDAF. Hence, AMF may trigger either Network Slice load distribution, or Network Slice instance load distribution, or both.

NOTE 4:
This solution assumes that more than one slice may have been previously created by OAM.

10a.
[OPTIONAL] AMF triggers Network Slice load distribution (details below).

10b.
[OPTIONAL] AMF triggers Network Slice instance load distribution (details below).

NOTE 5:
Step 10b can only be applied if the deployment choice of the operator allows Network Slice instance(s) in the 5GC, and those are identified via NSI ID(s).

11.
[OPTIONAL] OAM may take management decisions based on the collected inputs including managament data and NWDAF analytics. If required, OAM may inform 5GC of such management decisions.

(Figure 6.2.1.2.2-1, Step 10a) AMF triggers a Network Slice load distribution procedure:
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Figure 6.2.1.2.2-2: Detail of Step 10a in Figure 6.2.1.2.2-1
1.
Based on the slice level analytics provided by NWDAF, AMF concludes a Network Slice restriction is required.

2a.
The UE initiates registration procedure requesting registration on the restricted Network Slice (via e.g. S-NSSAI) .

2b.
AMF determines whether the Network Slice restriction can be satisfied for UE registration leveraging the Network Slice registration procedures defined in TS 23.501 [2].

2c.
The UE registration is completed or rejected. If completed, PDU sessions may be establised for the registered UE if/when required.

Editor's note:
An alignment with FS_eNS_Ph2 may be required for this solution based on the outcome of FS_eNS_Ph2.

(Figure 6.2.1.2.2-1, Step 10b) AMF triggers a Network Slice instance load distribution procedure:


[image: image9.emf]RAN AMF 

UE SMF

5. A registered UE initiates a new PDU session 

establishment

8. PDU session establishment is completed

2. New UE initiates registration on the Network Slice 

containing the restricted Network Slice instance 

3. AMF takes into account 

Network Slice instance 

restriction if it handles NSI 

ID during UE registration

1. Based on analytics, AMF 

concludes a restriction to a 

Network Slice instance is 

required

6. AMF takes into account 

Network Slice instance 

restriction if it handles NSI 

ID during PDU session 

establishment

4. UE registration is completed/rejected

NRF

7. SMF selection as in Clause 4.3.2.2.3.2 of 3GPP 

TS 23.502  accounting for restricted NSI ID(s)


Figure 6.2.1.2.2-3: Detail of Step 10b in Figure 6.2.1.2.2-1
1.
Based on the slice level analytics provided by NWDAF, AMF concludes a Network Slice instance restriction is required.

2.
New UE initiates registration procedure requesting registration on the Network Slice (identified via S-NSSAI) containing the restricted Network Slice instance (identified via NSI ID).

3.
[OPTIONAL] If AMF handles NSI ID(s) information during UE registration, it may take into account the Network Slice instance restriction to assign NSI ID to the new UE registration.

4.
UE registration is completed or rejected

5.
A UE already registered in the network requests a new PDU session establishment according to TS 23.502 [3].

6.
[OPTIONAL] If AMF handles NSI ID(s) information during PDU session establishment, it may take into account the Network Slice instance restriction to assign NSI ID to the new PDU session establishment.

7.
SMF selection is performed according to TS 23.502 [3] accounting for the restricted NSI ID(s).

8.
PDU session establishment is completed.
6.2.2
Impacts on services, entities and interfaces
NWDAF:

-
Needs to provide both slice service experience and slice load analytics to NSSF, AMF and OAM.

NSSF/AMF:

-
Subscribes to both slice service experience and slice load analytics from NWDAF;

-
Continuously analyses slice level analytics (i.e. service experience and load) provided by NWDAF;

-
Based on analytics, trigger Network Slice and/or Network Slice instance load distribution procedure.

-
Support Network Slice/Network Slice instance restriction.

OAM:

-
May take management decisions using NWDAF slice level analytics as inputs and inform 5GC if required.

6.3
Solution #3: User consent for UE data collection

6.3.1
Description

6.3.1.1
General
To satisfy the requirement in Key Issue #15: User consent for UE data collection/analytics for privacy of some of the UE data, a User consent may be required for some or all the UE information. It is network operator's responsibility to collect and manage the User consent, if required, before initiating UE data collection and reporting by the UE. The user consent information can be considered as part of the subscription data.

Editor's note:
Coordination with SA3 is required.
6.3.1.2
Procedure
The provision of the User consent for the UE data collection is shown in Figure 6.3.1.2-1 below.
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Figure 6.3.1.2-1: User consent provision for UE data collection

1).
Nnef_ParameterProvision_Update Request(UE_ext_Id, user consent for UE data collection) - The Service Provider (AF) may collect the user consent for UE data collection (if applicable) from its users and provide the information via the NEF in the user consent for UE data collection parameter along with the UE Id for which the user consent applies. The Service Provider may also update or revocate the user consent.

2).
AF authorisation - The NEF checks whether the AF is authorized for user consent provision or update.

3).
The NEF may inquire with the UDM to translate UE ext_Id to a 3GPP internal identity UE_Id. Then the NEF forwards the request from the AF to the UDM via Nudm_ParameterProvision_Update Request (UE_Id, user consent for UE data collection).

4).
The user consent for UE data collection parameter is stored in the UDM as a subscription information. The user consent for UE data collection parameter may define the user consent for UE level data collection from UE or application or network side. The user consent for UE data collection parameter may also be provisioned by the network operator.

Alternatively, the user consent for UE data collection parameter may be configured in the UDM/UDR as a user subscription information.

Editor's note:
How the user consent is validated is FFS.

5).
Nudm_SDM_Get (UE_Id, user consent for UE data collection) - The NWDAF may retrieve the user consent for UE data collection before triggering some UE data specific analytics and data collection.

6).
Nudm_SDM_Get (UE_Id, user consent for UE data collection) - The AMF may retrieve the user consent for UE data collection before triggering some UE data specific data collection

Editor's note:
The retrieval of user consent by the AMF as well as collection of data based on such consent is FFS and subject to KI#8 conclusion on methods for data collection from the UE.

Editor's note:
Whether step 6 is needed or can be covered via regular AMF - UDM communication during UE registration is FFS.

6.3.2
Impacts on services, entities and interfaces
UDM:

-
Holds the user consent for UE data collection as a subscription data.

NEF:

-
AF authorisation and rejection if needed.

NWDAF/AMF:

-
Retrieves and checks the user consent for UE data collection before triggering some UE data specific analytics and data collection.

6.4
Solution #4: Service Behaviour analytics and Service Experience analytics for NWDAF-assisted RFSP policy
6.4.1
Description

6.4.1.1
General

This solution is proposed to address Key Issue #12: NWDAF-assisted RFSP policy.

This solution specifies for how NWDAF can provide service behavior analytics and/or service experience analytics to a service consumer to derive a suitable RFSP index.

6.4.1.2
Input data

The service data collected from the AF/NEF, the network data from other 5GC NFs and the network data from OAM for service behavior analytics and service experience analytics are defined in Table 6.4.1.2-1, Table 6.4.1.2-2 and Table 6.4.1.2-3, respectively.

Table 6.4.1.2-1: Service Data from AF related to the Service Behaviour analytics and/or Service Experience analytics
	Information
	Source
	Description

	Application ID
	AF
	To identify the service and support analytics per type of service (the desired level of service).

	Locations of Application
	AF/NEF
	Locations of application represented by a list of DNAI(s). The NEF may map the AF-Service-Identifier information to a list of DNAI(s) when the DNAI(s) being used by the application are statically defined.

	Service Experience
	AF
	Refers to the QoE as established in the SLA and during on boarding. It can be either e.g. MOS or video MOS as specified in ITU-T P.1203.3 [6] or a customized MOS.

	Timestamp
	AF
	A time stamp associated to the observed level of Service Experience provided by the AF, mandatory if the observed Service Experience is provided by the ASP.

	Start time
	AF
	Start time for the application used by the UE

	Duration time
	AF
	Period for the application


Editor's note:
Which information is respectively exploited to generate Service Behaviour analytics and Service Experience analytics is FFS.
Table 6.4.1.2-2: QoS flow level Network Data from 5GC NF

	Information
	Source
	Description

	Timestamp
	5GC NF
	A time stamp associated with the collected information.

	Location Info
	AMF
	The UE location information when the service is delivered.

	DNN
	SMF
	DNN for the PDU Session which contains the QoS flow.

	S-NSSAI
	SMF
	S-NSSAI for the PDU Session which contains the QoS flow.

	Application ID
	PCF/SMF
	Used by NWDAF to identify the application service provider and application for the QoS flow.

	IP filter information
	SMF
	Provided by the SMF, which is used by NWDAF to identify the service data flow for policy control and/or differentiated charging for the QoS flow.

	QFI
	SMF
	QoS Flow Identifier.

	QoS flow Bit Rate
	UPF
	The observed bit rate for UL direction; and

The observed bit rate for DL direction.

	QoS flow Packet Delay
	UPF
	The observed Packet delay for UL direction; and

The observed Packet delay for the DL direction.

	Packet transmission
	UPF
	The observed number of packet transmission.

	Packet retransmission
	UPF
	The observed number of packet retransmission.

	Subscriber category
	UDR/PCF
	The Subscriber category may comprise any number of identifiers associated with the subscriber (e.g. gold, silver, etc.). Each identifier associates operator defined policies to the subscriber that belong to that category, seeing details defined in 1 23.503 [4].


Table 6.4.1.2-3: QoS flow level Network Data from OAM
	Information
	Source
	Description

	Reference Signal Received Power
	OAM
	The per UE measurement of the received power level in a network cell, including SS-RSRP, CSI-RSRP as specified in clause 5.5 of TS 38.331 [7] and E-UTRA RSRP as specified in clause 5.5.5 of TS 36.331 [8].

	Reference Signal Received Quality
	OAM
	The per UE measurement of the received quality in a network cell, including SS-RSRQ, CSI-RSRQ as specified in clause 5.5 of TS 38.331 [7] and E-UTRA RSRQ as specified in clause 5.5.5 of TS 36.331 [8].

	Signal-to-noise and interference ratio
	OAM
	The per UE measurement of the received signal to noise and interference ratio in a network cell, including SS-SINR, CSI-SINR, E-UTRA RS-SINR, as specified in clause 5.1 of TS 38.215 [9].

	RAT type(e.g. NR or EUTRA )
	OAM
	Indicating which RAT the UE uses/camps on.

	Frequency
	OAM
	Indicating which Frequency the UE uses/camps on.


Editor's note:
Which information is respectively exploited to generate Service Behaviour analytics and Service Experience analytics is FFS.
6.4.1.3
Output Analytics
The NWDAF services as defined in the clause 7.2 and 7.3, TS 23.288 [5], are used to expose the analytics.

-
Service Experience statistics information per  Application defined in TS 23.288 [5] is extended to provide Service Experience per RAT type and Frequency

-
Service Experience predictions information per Application defined in TS 23.288 [5] is extended to provide Service Experience per RAT type and Frequency.

-
Service Behavior statistics information per UE is defined in Table 6.4.1.3-1.

-
Service Behavior predictions information per UE is defined in Table 6.4.1.3-2.

Table 6.4.1.3-1: Service Behavior statistics
	Information
	Description

	UE ID
	Identity of the UE (such as SUPI) for the Service Behavior analytics.

	Service Behaviour (1..n)
	

	> Application ID
	Identification of the application.

	> Occurrence probability
	Probability for the application used by the UE.

	> Duration Time
	Period for the application used by the UE.

	> Start time
	Start time for the application used by the UE

	> Spatial validity
	Area where the Service Behaviour applies.

If Area of Interest information was provided in the request or subscription, spatial validity may be a subset of the requested Area of Interest.


Table 6.4.1.3-2: Service Behavior predictions
	Information
	Description

	UE ID
	Identity of the UE (such as SUPI) for the Service Behavior analytics

	Service Behaviour (1..n)
	

	> Application ID
	Identification of the application.

	> Occurrence probability
	Probability for the application used by the UE

	> Start time
	Start time for the application used by the UE

	> Duration Time
	Period for the application used by the UE

	> Spatial validity
	Area where the Service Behaviour applies.

If Area of Interest information was provided in the request or subscription, spatial validity may be a subset of the requested Area of Interest.

	> Probability assertion
	Confidence of this prediction.


Editor's note:
Whether service behaviour analytics are required in addition to service experience analytics is FFS.
6.4.1.4
Procedures
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Figure 6.4.1.4-1: Procedure for NWDAF providing Service Behaviour analytics
1.
Consumer NF sends an Analytics subscribe ((Analytics ID 1= Service Experience, Target of Analytics Reporting =UE ID, Analytics Filter information = (Area of Interest), Analytics target period) , (Analytics ID 2 = Service Behaviour, Target of Analytics Reporting = UE ID, Analytics Filter information = (Area of Interest, Analytics target period))) to NWDAF by invoking a Nnwdaf_AnalyticsSubscription_Subscribe.

2.
NWDAF subscribes the service data from AF in the Table 6.4.1.2-1 by invoking Nnef_EventExposure_Subscribe or Naf_EventExposure_Subscribe service (Event ID = Service Data, Event Filter information = (Application ID, Area of Interest), Target of Event Reporting = UE ID) as defined TS 23.502 [3].

NOTE 1:
In the case of external AF, NEF translates the requested Area of Interest into a list of geographic zone identifier(s) as described in clause 5.6.7.1 of TS 23.501 [2].

3.
NWDAF subscribes the network data from 5GC NF(s) in the Table 6.4.1.2-2 by invoking Nnf_EventExposure_Subscribe service operation.

4.
With these data, the NWDAF derives the subscribed Service Experience analytics and Service Behaviour analytics.

5.
The NWDAF provides the data analytics, i.e. Service Experience analytics and service behaviour analytics to the consumer NF by means of Nnwdaf_AnalyticsSubscription_Notify.
NOTE 2:
The call flow only shows a subscription-notify model for the interaction of NWDAF and consumer NF for simplicity instead of both request-response model and subscription-notification model as defined in clause 6.1, TS 23.288 [5].

If the consumer NF is PCF, it could use the data analytics to derive suitable RFSP index (specified in clause 5.3.4.3 of TS 23.501 [2]), i.e. Service Experience analytics and Service Behaviour analytics which are defined in clause 6.4.1.3.

6.4.2
Impacts on services, entities and interfaces
PCF:

-
Using the information of analysis result of NWDAF to make decision on the RSFP index.

6.5
Solution #5: AI Model sharing architecture

6.5.1
Description

This solution is proposed for Key Issue #1: Logical decomposition of NWDAF and possible interactions between logical functions and Key Issue #19: Trained data model sharing between multiple NWDAF instances.
AI Function (AIF) trains the AI Model(s) and provides AI Model(s) to 5G NFs (e.g. NWDAF). The following figure 6.5.1-1 shows the network data analytics architecture supporting AIF.
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Figure 6.5.1-1: Network data analytics architecture supporting AIF

Editor's note:
Whether AIF is a standalone network function or collocated with decomposed NWDAF is FFS.
The AIF supporting the following functionalities:

-
AI Model Training;

-
AI Model Repository;

-
AI Model Exposure.

In order to support AIF consumer to discover an AIF instance that is able to provide some specific type of AI Model, each AIF instance should provide the list of AI Model ID(s) that it support when registering to the NRF, in addition to other NRF registration elements of the NF profile. Other NFs requiring the discovery of an AIF instance that provides support for some specific type of AI Models may query the NRF and include the AI Model ID(s) that identifies the desired type of AI Model. The AI Model ID identifies an AI Model and correlates with Analytics ID defined in TS 23.288 [5].

In order to support a specified AI Model training, the AIF may need to collect data from data source (e.g. 3GPP NF(s), data centre).

The AIF service consumer provides the following input parameters listed below.

-
A list of AI Model ID(s): identifies requested AI Model(s);

-
Filter information: indicates the conditions to be fulfilled (e.g. accuracy, performance).

The AIF provides to the consumer the output information listed below.

-
A list of AI Model ID(s);

-
AI Model.

6.5.2
Procedures

6.5.2.1
AI Model exposure procedure


[image: image13.emf]AIF service

consumer

AIF service

consumer

AIF

AIF

1. AI Model request including AI Model ID

3. AI Model training

2. data collection

4. AI Model response


Figure 6.5.2.1-1: procedure of AI Model exposure

1.
AIF service consumer (e.g. AF, 5GC NF) requests the AIF for an AI Model indicated by AI Model ID(s). The AIF may need to train the AI Model to meet the requirement. The parameters that can be provided by the AIF service consumer are listed in clause 6.5.1.

2.
When a request for an AI Model received, the AIF may need to collect data from data source (e.g. AF, 5GC NFs) for AI Model training.

3.
The AIF responses to the consumer.
6.5.2.2
NWDAF analytics service supporting AIF
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Figure 6.5.2.2-1: NWDAF analytics service supporting AIF

1.
Consumer NF sends an Analytics request/subscribe including Analytics ID to NWDAF.

2.
In order to provide the requested analytics, the NWDAF may need to determine which AI model is used for the requested analytics. If the NWDAF do not have a proper AI Model for the request analytics, the NWDAF may discover from the NRF the AI Model ID and AIF instance address with requested Analytics ID and send a request to the AIF for the AI Model indicated by the AI Model ID.

3.
The NWDAF may need to collect data from 3GPP NFs for the requested analytics.

4.
The NWDAF derives requested analytics.

5.
If the analytics result does not meet the requirement (e.g. accuracy), the NWDAF may need to request the AIF to train the AI Model indicated by AI Model ID.

6.-The NWDAF derives new requested analytics.

7.
The NWDAF responses to the consumer with the analytics result.

6.5.3
Impacts on services, entities and interfaces
A new network function AIF is introduced. The AIF provides AI Model training and AI Model exposure service.

No impact on current services, entities and interfaces, except:

-
NWDAF requests AI Model from AIF;

-
NF profile in NRF includes list of AI Model ID(s).

6.6
Solution #6: NWDAF decompose architecture

6.6.1
Description

6.6.1.1
General


This solution addresses Key Issue#1: Logical decomposition of NWDAF and possible interactions between logical functions.

6.6.1.2
Architecture

Option 1: ML model published via ML designer

Figure 6.6.1.2-1 proposed a NWDAF decompose architecture. The NWDAF is composed by Analytics Function and the ML training function:

1).
The ML training function is used to train the model

2).
And the Analytics function is used to do the data analytics for the consumer and expose the analytics result to the consumer.
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Figure 6.6.1.2-1: Option 1 for NWDAF decompose architecture

Based on the initial training model which is either provided by ML designer or configured locally, ML training function performs the initial model training by requesting the training data from data provider e.g. 5GC NF or NWDAF data repository. The initial training model maybe configured locally or provided by a ML designer which is responsible to create initial training model, the ML designer is not the component of NWDAF and maybe operated by a 3rd party.

NOTE 1:
The NWDAF data repository is the data storage entities that stores the data collected by NWDAF from other 5G NF which is related to and to be addressed by the Key issue 11: Increasing efficiency of data collection.
ML training function sends the trained model to the ML designer and the ML designer publishes the ML model with the corresponding Analytics ID to Analytics function. ML designer may publish the trained model to different NWDAFs.

NOTE 2:
How ML designer sends the trained ML model to Analytics functions is to addressed by Key Issue #19: Trained data model sharing between multiple NWDAF instances.
Editor's note:
It is FFS whether the interface between ML designer and ML training function need to be standardized.

Editor's note:
It is FFS whether the interface between ML designer and Analytics function need to be standardized.
The ML models stored in the Analytics function corresponding to the Analytics IDs. After receiving analytics request from the consumer, Analytics function performs the data analytics provided by data provider e.g.5GC NF or NWDAF data repository. The details about how to collect the data is discussed in Key issue 11. NWDAF exposure the output to the consumer.

Option 2: ML model published by ML training function
Option 2 using the similar principle to option 1. The NWDAF is composed by ML training function and Analytics function. ML training function performs the initial ML model training and Analytics function performs data analytics according to the request from consumer. There is an interface between Analytics Function and ML training Function. For the ML model published procedure, the different from option 1 is that, after ML training success, ML training function sends the trained ML model and the corresponding Analytics ID to Analytics function. It is also possible to send the trained ML model to other NWDAFs.

NOTE 3:
How ML training function sends the trained ML model to Analytics functions is to addressed by Key Issue #19: Trained data model sharing between multiple NWDAF instances.

Editor's note:
It is FFS whether the interface between ML designer and ML training function need to be standardized.
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Figure 6.6.1.2-2: Option 2 for NWDAF decompose architecture

6.6.2
Impacts on services, entities and interfaces

NWDAF

-
Decompose NWDAF into different functions

6.7
Solution #7: NWDAF functionality Split
6.7.1
Description

This solution addresses Key Issue #1: NWDAF functionality Split.

As shown in Figure 6.7.1-1, the 5GC could support data analytics as:

-
5GC, e.g. NWDAF, could provide training services to 5GC NF(s).

-
NWDAF could invoke the training service provided by 5GC, if needed.

-
NWDAF could invoke the inference service, if needed.
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Figure 6.7.1-1: NWDAF based data analytics in 5GC

As shown in Figure 6.7.1-1, NWDAF is to support data analytics cross the 5GC NFs, and AF, which are composed of the following functionalities:

1)
Data collection;

2)
Training service provided by 5GC NF(s): refer to the process of creating a model, which involves the use of a machine learning algorithm and a training data set;

3)
Exposing network work data analytics to the consumer NF;

4)
Inference function provided by 5GC NF(s): refer to the process of using the trained model to make predictions with new data.

As indicated in TS 23.288 [5], the NWDAF instance(s) can be collocated with a 5GS NF.
6.7.2
Procedures
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Figure 6.7.2-1: Procedure for UE mobility analytics provided to NF/AF

1a-1b.
Training service provided by 5GC sends registration request by invoking Nnrf_NFManagement_NFRegister to register its own service in the NRF, including some parameters, e.g. IP address, location, load, algorithm capability and algorithm type.

2a-2b.
The Consumer NF sends a request to the NWDAF for analytics, using either the Nnwdaf_AnalyticsInfo_Request or Nnwdaf_AnalyticsSubscription_Subscribe service.

3.
NWDAF invokes Nnrf_NFDiscovery_Request service operation using parameters such as algorithm capability, algorithm type, and optionally NWDAF address.

4.
NRF matches the requested query and sends this information via Nnrf_NFDiscovery_Request response service to NWDAF including one or more Training services provided by 5GC.

5.
The NWDAF selects one Training service based on the output of NRF.

6.
The NWDAF sends request to the Training service for model generation including some parameters, e.g. algorithm id and algorithm capability.

7.
The Training service performs data collection and model training.

8.
The NWDAF receives the response from the Training service including data mode and some parameters, e.g. model identification, input parameter and output parameter.

9.
The NWDAF completes the model deployment.

10a.
The NWDAF sends analytics response to the requested NF.

10b.
The NWDAF may sends Analytics Registration Request to the NRF with analytics ID and address for further Analytics enquiry.

6.7.2
Impacts on services, entities and interfaces
Editor's note:
Capture impacts on existing 3GPP nodes and functional elements.

6.8
Solution #8: NWDAF decomposition
6.8.1
Description

Editor's note:
Describe the solutions. (sub) clause(s) may be added to capture details, input data, output analytics, procedural flow etc. if necessary.

This solution addresses Key Issue #1 "Logical decomposition of NWDAF and possible interactions between logical functions".
When considering why and how to split the NWDAF functionality as defined in TS 23.501 [2], principles should be followed as suggested by key issues envisioned in the present document, including:
-
to support enhanced data collection and/or analytics generation in multiple NWDAFs scenarios, as described in Key Issue#2;
-
to improve efficiency of data collection from NFs and AFs, as required by Key Issue #11;

-
to enable trained data model sharing between multiple NWDAF instances, as suggested by Key Issue #19.
Based on the principles, a possible decomposition of the NWDAF is proposed with the following sub-functions:
-
DC (Data Collection): Collects data from the NFs for analytics. DC can be a standalone NF or collocated with different NFs to enable a centralized or distributed data collection, as proposed in solutions to Key Issue #11 and/or Key Issue #2.
-
MT (Model Training): Trains a model for analytics with the collected data, which may also include e.g. pre-processing of the collected data. MT can share trained models with other NWDAFs to enable and improve analytics, as proposed in solutions to Key Issue #19. MT uses data provided by the DC to train the model.
-
AC (Analytics Control): controls and performs analytics, including:
-
receiving the analytics request from the consumer NF;
-
using the model provided by the MT and data provided by the DC for analytics;
-
providing analytics information to the consumer NF;
-
performing NWDAF service registration and metadata exposure to NFs/AFs.
The sub-functions of the NWDAF support service-based interactions, as shown in Figure 6.8.1-1.
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Figure 6.8.1-1: NWDAF composition
The sub-functions of the NWDAF can be placed in different NFs, i.e. different sub-functions of the NWDAF can be collocated with different NFs or even be a standalone NF, and some or all of the sub-functions of the NWDAF can be collocated.
Editor's note:
It is FFS whether any of the sub-functions can be a separate NF.
6.8.2
Input Data

6.8.3
Output Analytics

6.8.4
Procedures

Figure 6.8.4-1 shows an example procedure for analytics information provision with NWDAF decomposition.
Editor's note:
It is FFS how the sub-functions of NWDAF communicates with each other, i.e. whether Service-Based interactions are used.
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Figure 6.8.4-1: Procedure for analytics information provision with NWDAF decomposition
1.
Consumer NF sends an analytics request/subscription to the NWDAF by invoking an Nnwdaf_AnalyticsInfo_Request or an Nnwdaf_AnalyticsSubscription_Subscribe, as specified in TS 23.288 [5].
2.
Based on the analytics request/subscription, the AC of the NWDAF sends an Ndc_DataCollection_Subscribe to the DC, with information for data collection.
NOTE 1:
The details of the information for data collection depend on the solution to Key Issue #11 "Increasing efficiency of data collection".
3-4.
The DC subscribes to the network data from the NF(s) or the OAM as specified in TS 23.288 [5].

5.
The DC provides the collected data to the AC.
6.
The AC sends an Nmt_AnalyticsModel_Request to the MT, which includes the Analytics ID and other information (e.g. analytics filter information) to request the trained model for the analytics.
NOTE 2:
Step 2 and 6 can be performed in parallel.
7-8.
If data is needed for training the model, the MT sends an Ndc_DataCollection_Subscribe to the DC to request data for model training.
NOTE 3:
The MT can be a standalone NF or in a different NWDAF. The details of the interaction between the AC and the MT depend on the solution to Key Issue #19 "Trained data model sharing between multiple NWDAF instances".
9.
The MT sends an Nmt_AnalyticsModel_Request response to the AC, including the parameters of the trained model for analytics.
10.
With the trained model and the collected data, the AC produces the analytics information. The AC of the NWDAF provides the analytics information to the consumer NF by means of either Nnwdaf_AnalyticsInfo_Request response or Nnwdaf_AnalyticsSubscription_Notify, as specified in TS 23.288 [5].
6.8.5
Impacts on services, entities and interfaces

Editor's note:
This clause lists impacts to services and interfaces.

6.9
Solution #9: Data Management Framework for 5GC

6.9.1
Introduction

This Solution addresses aspects of KI #1, KI#2 and KI#11 dealing with Data/Information Management and logical NWDAF decomposition. It proposes a decomposition of the NWDAF so a Data Management Framework for 5GC is separated from Analytics functions (KI#1). The Data Management Framework for 5GC uses the Consumer/Producer model of the 5GS services-based architecture to efficiently exchange data/information of different types. This includes:

-
Data retrieved from various sources (e.g. OA&M, and NFs such as AMF, SMF, PCF and AF), to be used as a basis for computing analytics as per Rel-16, NWDAF Analytics (KI#11)

-
Analytics output from an NWDAF Producer sent to an NWDAF Consumer (KI#2) to support a hierarchy of NWDAF instances or sent to multiple network functions.

NOTE:
In the above, an NWDAF Producer provides Analytics to a Consumer (e.g.: using the Services defined in TS 23.288 [5] clause 7). An NWDAF Consumer is an NWDAF that Consumes the Analytics of another NWDAF (e.g.: using the services of the NWDAF Producer).
6.9.2
Functional Description

The Data Management Framework for 5GC is shown in Figure 6.9.2-1. The services provided by the Data Management Framework for 5GC may be backwards compatible with those used in Rel. 16 for data collection by an NWDAF (e.g.: the Exposure services in TS 23.288 [5] Table 6.2.2.1-1). Hence to a Rel. 16 NWDAF and Rel. 16 Data Source/Producer, the Data Management Framework for 5GC appears as a transparent proxy for data requests (e.g.: Subscribe), and Data Collection responses (Notify).
The Framework consists of the following components:

1
Data Collection Coordination Function (DCCF).
2
Messaging Framework (for Data Forwarding and Replication), with optional Adaptors (3CA and 3PA) to isolate the Messaging Framework protocol from the Data Source and the Data Consumer.
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Figure 6.9.2-1: Data Management Framework for 5GC

NOTE 1:
When Data Source is OA&M, OA&M services, as defined by SA WG5, are reused.

NOTE 2:
The 3PA may alternatively be standalone or combined with the Data Source. A 3PA is not needed if the Data Source natively supports the message bus protocol.

NOTE 3:
The 3CA may alternatively be standalone or combined with the Data Consumer. A 3CA is not needed if the Data Consumer natively supports the message bus protocol.

NOTE 4:
The DA may alternatively be standalone or combined with the DCCF. A DA is not needed if the DCCF natively supports the message bus protocol.

Editor's note:
Exact functional decomposition between NWDAF and DCCF is FFS, in particular in relation with Key Issue #1 and NWDAF decomposition.

NOTE 5:
Adaptors (3CA, 3PA and DA) are not expected to be standardized by 3GPP, only the interface between 3GPP entities and the adaptors is under 3GPP scope.

Editor's note:
Coexistence of the framework and compatibility with R16 eNA is FFS.

6.9.2.1
Data Collection Coordination Function (DCCF)

The DCCF is a control-plane function that coordinates data collection and triggers data delivery to Data Consumers. A DCCF may support multiple Data Sources, Data Consumers, and Message Frameworks. However, to prevent duplicate data collection, each Data Source is associated with only one DCCF.

The DCCF provides 3GPP defined Services to Data Consumers (e.g.: NWDAF), and Data Sources (e.g.: 3GPP NF). Figure 6.9.2-1 shows one DCCF for the 5GC. There can be multiple instances of the DCCF, e.g. for network slices, geographic regions where Data Sources reside or for different Data Source types. A DCCF needed by a Consumer can be discovered using the NRF as described below.

NOTE 1:
the DCCF is aware of the Data Sources it is coordinating. The NRF and UDM can provide the DCCF with the identity of 5GC Data Sources (e.g.: an AMF serving a UE). The DCCF also hides Data Source life cycle events and changes of entity serving a UE from the Data Consumer. For example, if an NF Data Source that serves a UE changes because of a life-cycle event, the NRF may notify a DCCF that has previously subscribed to NRF event notifications. The DCCF may also use the UDM to learn the new (UE, NF) association, transparent to the Data Consumer.  The NRF identifies only the 5GC NF sources.

NOTE 2:
In this release, if there is more than one DCCF, they should coordinate the collection and distribution of data for orthogonal sets of Data Sources. In this case a Data Consumer discovers the DCCF for the data it needs, and the DCCF and the Message Framework delivers the data from the proscribed set of Data Sources. If a DCCF cannot serve a request from a Data Consumer it may query the NRF to determine an acceptable DCCF and redirect the query accordingly.

NOTE 3:
DCCF is not intended to support aggregation of analytics data across multiple NWDAFs. The DCCF keeps track of Consumer Requests to the NWDAF "Data Source", and hence knows what analytics are being produced by an NWDAF.

The DCCF:

-
Receives data requests from Data Consumers. A Data Consumer may be a NWDAF Analytics function, and the request may take the form of a Rel. 16 request for NWDAF data collection, for example as described for NFs in TS 23.288 [5] Table 6.2.2.1-1: Services consumed by NWDAF for data collection.

-
If the Data Source is not specified in the Data Request, the DCCF determines the Data Source that can provide the data requested by the Data Consumer (e.g. an event requested by the Data Consumer for NF event exposure). For example, if the request is for UE specific data, the DCCF may query the NRF/UDM/BSF to determine which NF instance is serving the UE, as described in TS 23.288 [5] Table 6.2.2.1-2: NF Services consumed by NWDAF to determine which NF instances are serving a UE.

-
The DCCF checks if the Data Consumer is authorized to receive the requested data.

-
Determine if the requested data is currently being produced by any Data Source and sent to the Messaging Framework.  If the requested data is not being produced, a new subscription/request is sent towards the Data Source to trigger a new data collection. Similarly, when the last Data Consumer of a specific data indicates it no longer wants data, the DCCF cancels data collection from the Data Source. This ensures that the Data Source is only producing the same data once when there are multiple Data Consumers and is not producing data that no Data Consumer needs.

When the DCCF receives a request for historical data, the DCCF may trigger retrieval of the data from the Data Repository so that it is made available over the message bus.

-
Manages subscription requests and cancellations to the Messaging Framework on behalf of Data Consumers. The DCCF may use a native Messaging Framework protocol or alternatively a 3GPP defined protocol with an adaptor that translates to the Messaging Framework protocol (as depicted in the Figure 6.9.2-1).

-
If standalone 3PAs and 3CAs are used, the DCCF maintains the (NF, 3PA) and (NF, 3CA) associations.

For DCCF discovery, the DCCF registers with the NRF and is discovered by Consumers or the SCP using the registration and discovery procedures defined for the Network Function Service Framework in TS 23.502 [3], clause 4.17. The DCCF profile in the NRF may specify:

1-
The slices (S-NSSAIs) that the DCCF Supports.

2-
The Source Types that a DCCF coordinates.

3-
The serving area (e.g. list of TAIs) containing Data Sources that the DCCF coordinates.

Source Type may correspond to an NF Type (e.g.: SMF, AMF, etc.), or different domains (e.g.: OA&M). Hence a Consumer or SCP may request or select a DCCF according to the type of information it is requesting, the network slices it supports and its serving area.

Editor's note:
Any additional enhancement to DCCF discovery and selection procedure is FFS.
6.9.2.2
Messaging Framework

The Messaging Framework is not expected to be standardized by 3GPP. It contains Messaging Infrastructure that propagates event information and data (e.g.: streaming and notifications) from Data Sources to Data Consumers. The Messaging Framework may support the pub-sub pattern, where data is published by producer adaptors (or data source if the data source natively supports the message bus protocol) and can be subscribed to by consumer adaptor (or data consumers if the data consumer natively supports the message bus protocol). The Messaging Framework maintains subscription and filtering information received from the DCCF.

The Messaging Framework may support multiple event delivery mechanisms such as best effort or guaranteed delivery. For 3GPP purposes guaranteed delivery of events may be utilized.

The Messaging Framework may contain one or more Adaptors that translate between 3GPP defined protocols (e.g.: Release 16 Nnwdaf subscribe/notify) and a Data Forwarding Protocol not specified by 3GPP.

The Adaptor on the Producer side (3PA) also allows any Source Data (e.g.: from Rel-16 OA&M or NF EventExposure) to be distributed via the framework without impact on the Source. The DCCF keeps track on the Adaptor instances. An Adaptor may be associated with specific NF types and/or instances, manage one or more data Sources, and can be discovered by registering the Sources (e.g.: NFs) it supports with the DCCF. If the Messaging Framework directly supports 3GPP interfaces, Adaptors may not be required.

6.9.2.3
Data Repository

The Data Repository is not expected to be standardized by 3GPP.

Editor's note:
Data repository is part of the Operator domain. Whether to be standardised or not is FFS.
As depicted in Figure 6.9.2.3-1, a Data Repository can appear as a Data Consumer. The DCCF can manage requests and cancellations for the Data Repository in the same manner as it does for any Data Consumer. The DCCF may base its request to provide Data to the Data Repository on:
-
A request from another Data Consumer (e.g.: a NF) where the request indicates that the data should be stored in the Data Repository

-
A request from the Data Repository (acting as a Consumer) for data

NOTE:
Data Repository can request for data to e.g. allow some pre-collection of data which can be used later on for analytics, based on network configuration.

-
Provisioned information of data to be archived in the Data Repository (e.g.: all AMF data requested by Data Consumers).

Editor's note:
How DCCF authorises the Consumers or Data Repository (acting as a Consumer) to receive the requested data is FFS.
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Figure 6.9.2.3-1: Data Repository as a Consumer

The Data Repository also acts as a Data Source for historical data that has been stored, as depicted in Figure 6.9.2.3-2. The Data Consumer may interact directly with the Data Repository (e.g.: for operations that require access to large volumes of data in a Data Repository), or via the Messaging Framework as depicted in the figure. In case of Communication directly between the Data Consumers and the Data Repository the messaging framework may forward links to the data to the data consumers. When the Messaging Framework is used, the DCCF coordinates requests for persistent data, treating the Data Repository like any other Data Source. The Data Repository, upon receiving a request for data, supplies it to the Messaging Framework. The interactions between the Messaging Framework and the Data Repository acting as a Data Source are outside the scope of 3GPP.
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Figure 6.9.2.3-2: Data Repository as a Data Source

6.9.3
Procedures for consumers and producers using 3CA and 3PA

An example procedure is given in Figures 6.9.3-1 for Data Collection & Distribution for Event Notifications (Subscribe/Notify). The procedure illustrates how the DCCF manages Data Sources so data are produced only once and how the DCCF interacts with the messaging framework so data are distributed to all subscribed Data Consumers. The procedure applies for consumers and producers using 3CA and 3PA, i.e. all steps are within 3GPP remit.
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Figure 6.9.3-1: Data Collection & Distribution for Event Notifications (Subscribe/Notify)

1.
Data Consumer-1 (e.g.: NWDAF-1) sends a request for data to the DCCF. The message includes the Notification Target Address. The message may indicate whether the requested data should be sent to the Notification Target Address set to Data Consumer-1 and/or to other Consumers such as Data Repository.

2.
If the request is for UE data, the DCCF may query the UDM/NRF/BSF to determine the NF serving the UE.

3.
The DCCF determines the Data Source (e.g. AMF-1) that can provide the data and checks that the requested data is not already being collected.

4.
The DCCF controls the message bus and the adapters so the notifications traverse the messaging framework. 3CA will be provided with the consumer's notification endpoint.

5.
The DCCF sends a subscription request to a NF producer acting as a data source. The subscription includes the notification endpoint of 3PA acting as the receiver for these notifications.

6.
The Data Source acknowledges the request

7.
A Notification is sent to the 3PA after an event trigger at the Data Source. The 3PA publishes the data on the message bus.

8.
When the data is notified, the Message bus makes sure all subscribers of the data get the data. In this case the only subscriber is a 3CA serving consumer-1.. This 3CA sends the notification to the notification endpoint of Data Consumer-1.

9.
Data Consumer-2 (e.g.: NWDAF-2) sends a request for the same Data. The message may indicate whether the requested data should be sent to Data Consumer-2, and/or to other Consumers such as Data Repository.

10.
The DCCF determines that the requested data is already being collected from a Data Source (e.g.: AMF-1)

Editor's note:
How DCCF determines the requested data is already collected (e.g. to handle data validity time or formatting issues across different consumers) is FFS.
11.
The DCCF sends a subscription request to the Messaging Framework indicating that there is a new subscriber of the data, 3CA for data consumer-2 (3CA for Consumer-2 may be different or the same from 3CA for Consumer-1). 2. Notification endpoint of Data Consumer-2 is provided to 3CA.

12.
After event triggered in data source, a Notification is sent to the 3PA and 3PA notifies the data on the Messaging Framework.

13-14.
When the data is notified, the Message Framework makes sure all subscribers of the data get the data. In this case the 3CAs serving consumer-1 and consumer-2. These 3CAs send the notifications to the notification endpoints of Data Consumer-1 and consumer-2.

6.9.4
Impacts on services, entities and interfaces

A Consumer that uses the Data Management Framework routes its request to the DCCF rather than a Producer (as is the case in Release 16). In addition, a new service is required for a DCCF to interact with the Messaging Framework DCCF Adaptor. The following is proposed:

-
Messaging Framework_DCCF_Adaptor_Service: This service enables a DCCF to request that the Messaging Framework provide data to a Consumer

Editor's note:
Additional Services and service operations are TBD

6.10
Solution #10: Handling of mixed and distributed NWDAF deployments

6.10.1
High-level Description

This is a solution for Key Issue #2, Multiple NWDAF instances, and Key Issue #11: Increasing efficiency of data collection.

Key Issue #2: Multiple NWDAF instances says that multiple NWDAFs may be deployed in a PLMN.

For mixed deployment, when multiple NWDAFs are deployed in a network it is beneficial if the analytics performed in one distributed NWDAF can be shared with a central NWDAF, so that the latter is relieved from collecting data and computing analytic reports computed by the former. An example is when an NWDAF performs the analytics for specific Analytics IDs for the UEs in a serving area that can be consumed by an NWDAF performing either the same Analytics on slice level or used to create new insights. Since there are even more consumers of analytics (e.g. PCF) than a central NWDAF, the consumer of analytics is hereby referred to as the NWDAF service consumer.

In order to allow the NWDAF service consumer to discover the NWDAF serving a UE, the NWDAF serving the UE is registering it in UDM, using the Nudm_UECM_Registration service operation, and then NWDAF service consumers can use UDM to discover it and then request Analytics using the Nudm_UECM_Get service operation.

For PCF, since it is not using UDM services, a solution utilizing existing messages extending it with data indicating the NWDAF instance, which is currently serving the UE, is introduced.

For Key Issue #11: Increasing efficiency of data collection it is important to reduce signalling load for data collection and achieve communication efficiencies in large networks consisting of many NF instances and NWDAF instances.

In a mixed deployment, a distributed NWDAF may collect data close to the data source to reduce signaling over large distances to either perform analytics for local use or to perform Analytics for a central NWDAF service consumer to achieve communication efficiency. To circumvent large amount of storage far out in the network, a distributed NWDAF may not store statistics for a long time period for each UE it has served. It may purge the data and statistics shortly after a UE is no longer served by the distributed NWDAF. If statistics for a UE is needed an NWDAF service consumer, such as a central NWDAF, may subscribe to statistics to or request statistics from the distributed NWDAF. In this way statistics can be reused by the NWDAF service consumer over longer time periods. The NWDAF service consumer may not make use of the statistics immediately, but rather collects it for later use.

A NWDAF service consumer can subscribe to or request statistics from a distributed NWDAF. To allow for an NWDAF service consumer to collect statistics over a long time period for later use, it is proposed to extend the usage of the "Time when analytics information is needed" to NWDAF Analytics subscription (currently, TS 23.288 [5] specifies the "Time when analytics information is needed" only for one-time requests). If this parameter is set for an Analytics subscription it gives the flexibility for the distributed NWDAF to send statistics when feasible, which may be when signaling in the network is low (usually during night) or at least before the UE is purged from the distributed NWDAF.

NOTE:
An NWDAF is found via NRF and the consumer uses the associated Serving Area information and other parameters present in the NF profile to select it. If there exists multiple NWDAFs that has the same or overlapping Serving Area, the locality, load, capacity, or similar parameter in the NFProfile (described in TS 29.510 [11] clause 6.2.6.2.3) is preferably used.

6.10.2
Procedures

6.10.2.1
Registration of the NWDAF serving the UE procedure

In this solution, distributed NWDAFs register with NRF. The NF utilize the NRF to discover the NWDAF unless NWDAF information is available by other means, e.g. locally configured in the NF. In addition to the regular registration, the distributed NWDAFs serving particular UEs for UE related Analytics register with UDM. This registration in UDM includes the UE ID it is serving, NWDAFs FQDN or IP address, NWDAF instance ID, and the Analytics IDs it is able to produce for such UE. This registration may take place at the time the NWDAF receives a subscription or request to provide Analytics on UE Analytics for a target SUPI.

Below the diagram for Analytics subscription is shown in Figure 6.10.2.1-1.
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Figure 6.10.2.1-1: Registration of NWDAF serving a UE in UDM with an Analytics subscription

1.
A NF such as an SMF or AMF is elected to serve a UE identified by its SUPI. This can be part of, e.g. a registration procedure, AMF re-allocation, PDU session establishment, etc.

2.
The NF (i.e. AMF, SMF) requests UE related Analytics for this UE.

3.
The NWDAF accepts the request.

4.
The NWDAF invokes Nudm_UECM_Registration (SUPI, NWDAF FQDN, NWDAF instance ID, Analytics ID, S-NSSAI, Serving Area).

5.
UDM acknowledges the registration.

Note that NWDAF serving the UE may change e.g. when the UE registers in a new AMF. Then a new NWDAF may be selected by the new AMF and then registered in UDM. De-registration in UDM is e.g. done when the requesting NF unsubscribes to the Analytics subscription.

Below the diagram for Analytics request is shown.
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Figure 6.10.2.1-2: Registration of NWDAF serving a UE in UDM with an Analytics request

1.
A NF such as an SMF or AMF is elected to serve a UE identified by its SUPI. This can be part of, e.g. a registration procedure, AMF re-allocation, PDU session establishment, etc.

2.
The NF (i.e. AMF, SMF) requests UE related Analytics for this UE.

3.
If the NWDAF doesn't have the immediate report available, the NWDAF invokes Nudm_UECM_Registration (SUPI, NWDAF FQDN, NWDAF instance ID, Analytics ID, S-NSSAI, Serving Area).

4.
UDM acknowledges the registration.

5.
The NWDAF send a response to the request.

6.
The NWDAF invokes Nudm_UECM_Deregistration.

7.
UDM acknowledges the deregistration.

Editor's note:
The procedure to show how the deregistration from UDM is performed in case the NF consumer subscribes to analytics is FFS.

Editor's note:
Which data set the NWDAF id and information is stored in the UDR profile, e.g. AM or SM subscription data is FFS.

6.10.2.2
Discovery the NWDAF serving the UE via UDM

When an NWDAF service consumer (e.g. an NWDAF on slice level) is instructed to produce UE related Analytics, it may well benefit from existing analytic reports produced by NWDAFs that already produce these analytics. The NWDAF service consumer first needs to discover if an NWDAF is producing UE related Analytics for a specific Analytics IDs. The procedure is illustrated in Figure 6.10.2.2-1.
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Figure 6.10.2.2-1: Discovery of NWDAF via UDM

1.
An NWDAF service consumer, e.g. NWDAF on slice level, due to a request for collecting analytic reports for a UE, starts a data collection and analytics collection procedure for such UE.

2.
The NWDAF services consumer discovers the UDM that is serving the UE by invoking the procedures specified in TS 23.501 [2] clause 6.3.8, e.g. making a query to the NRF based on SUPI. As a result, NWDAF services consumer obtains the address of the UDM NFs serving this UE.

3.
The NWDAF services consumer selects a UDM NF and sends a Nudm_UECM_Get request (NWDAF type, SUPI, Analytics ID, S-NSSAI, Serving Area).

4.
The NWDAF service consumer obtains the address of the NWDAF serving the UE for that UE related Analytics. The NWDAF services consumer subscribes to changes of the NWDAF serving the UE.

5.
The NWDAF services consumer requests analytics from the NWDAF serving the UE. The NWDAF service consumer may add the parameter "Time when analytics information is needed" for NWDAF Analytics subscription or request. If this parameter is set for an Analytics subscription it gives the flexibility for the distributed NWDAF to send statistics when feasible, which may be when signaling in the network is low (usually during night) or at least before the UE data and Analytics is deleted in conjunction with the UE stopped being served by the distributed NWDAF.

Editor's note:
how a consumer NF knows that the discovered UDM can provide the required NWDAF profile, since Rel-16, the consumer will consult NRF to discover the NWDAF instance is FFS

6.10.2.3
Providing the information of the NWDAF serving the UE to consumers

An NWDAF service consumer may discover the NWDAF serving the UE as defined in Figure 6.10.2.2-1. Alternatively, the NF serving the UE may provide the NWDAF serving the UE to the NWDAF service consumer without explicit request. This solution shows how the AMF or the SMF provides the NWDAF serving the UE to the PCF at AM or SM Policy establishment.
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Figure 6.10.2.3-1: AM and SM Policy Association Establishment including NWDAF serving the UE

1.
AMF or SMF includes the NWDAF serving the UE identified by the NWDAF instance Id, the NWDAF FQDN or IP address. Per NWDAF service instance. The Analytics ID(s) and its serving area is also included.

2.
The PCF stores the NWDAF and its information, then send a response to the AMF or SMF, including a new Policy Control Request Trigger to subscribe to change of NWDAF serving this UE.

3.
The PCF evaluates operator policies, if any policy decision depends on UE related, the PCF checks if the a NWDAF provides these Analytics, then steps 4 and 5 take place, otherwise the PCF performs NWDAF discovery and selection using NRF to find the NWDAF instance to subscribe to provide the analytics needed for the operator policies.

4.
PCF subscribes to NWDAF as defined in TS 23.288 [5] for an NF to request analytics. Examples are Analytics on UE Mobility or UE Communication or Expected UE behaviour or Abnormal UE behaviour.

5.
PCF receives the analytics.

For those scenarios where the PCF serving the AMF and the SMF are different, the AMF informs the SMF of their NWDAF at the PDU session establishment or modification (if the NWDAF serving the UE changes, due to AMF relocation) and the SMF informs the AMF of the NWDAF serving the UE at the PDU session establishment response or modification.

The AMF includes the subscription to change of NWDAF serving the UE to the AM Policy Association in the UE Context transferred to the target AMF.

6.10.2.4
Selection of distributed NWDAF and transfer of statistics

A source AMF using a distributed source NWDAF may send the source NWDAF ID in the UE context transfer to the target AMF. The target AMF decides whether to use the source NWDAF or a new target NWDAF. If the target AMF decides to use the source NWDAF, it may subscribe to the source NWDAF and it communicates in the response to the source AMF, I am done. Source AMF unsubscribes to source NWDAF. Source NWDAF deletes subscription from old AMF. If target AMF has already subscribed, that subscription is kept, with all the inherited data. If target AMF decides to use a new target NWDAF, it may subscribe to target NWDAF, including the source NWDAF ID. The target NWDAF requests UE related statistics from the source NWDAF, and it communicates in the response to the target AMF, I am done. Target AMF communicates in the response to source AMF, I am done. Source AMF unsubscribes to source NWDAF. Source NWDAF deletes subscription from old AMF when statistics has been transmitted to the source NWDAF.
The procedure is illustrated in Figure 6.10.2.4-1.
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Figure 6.10.2.4-1: Selection of distributed NWDAF and transfer of UE related statistics

1.
A new (target) AMF starts serving the UE.

2.
Target AMF requests UE context from source AMF.

3.
Source AMF sends UE context to target AMF, including the NWDAF ID used by the source AMF for UE related Analytics, and may also include some relevant parameters from the NF Profile.

4. Target AMF may utilize the NRF service to discover NWDAFs.

5.
Target AMF selects an NWDAF. In this example, the Target AMF selects a new Target NWDAF.

6.
Target AMF subscribes to the selected Target NWDAF.

7.
If the selected NWDAF is a new Target NWDAF, it requests the UE related statistics from the source NWDAF

8.
The source NWDAF sends the UE related statistics.

9.
The Target NWDAF responds, indicating it has started to retrieve statistics from the source NWDAF

10.
The Target AMF sends a RegistrationStatusUpdate to the source AMF, indicating that the source AMF can unsubscribe from source NWDAF.

11.
The Source AMF unsubscribes from the source NWDAF

12.
The Source NWDAF purges statistics when all statistics has been sent to target NWDAF

Editor´s note:
Whether the figure 6.10.1.2-1 above needs to be updated to include UDM, because target NWDAF has to update the NWDAF profile stored in the UDM, is FFS.

6.10.3
Impacts on services, entities and interfaces
NWDAF: Additional registration into UDM for UE related Analytics for a SUPI.

NWDAF service consumer: Discovery of NWDAF serving the UE and Analytics ID.

UDM: Enhanced Nudm_UECM procedure with new data set for storing NWDAF registrations.

PCF: Extend Npcf_AMPolicy Control and Npcf_SMPolicyControl to report the NWDAF serving the UE from the AMF or SMF.

AMF: Report the NWDAF serving the UE to the PCF at SM Policy Association Establishment and to the SMF at PDU session establishment or modification.

SMF: Report the NWDAF serving the UE to the PCF at SM Policy Association Establishment and to the SMF at PDU session establishment or modification.

6.11
Solution #11: Two-level Hierarchical NWDAFs Architecture

6.11.1
Description

This is a solution for Key Issue #2, Multiple NWDAF instances.

As illustrated in Figure 6.11.1-1, a two-level hierarchical NWDAFs Architecture is proposed.
The 1st level NWDAF is common NWDAF i.e. there's no limitation for the NF(s) the NWDAF could serve. The common NWDAF register with NRF using the current factors defined in TS 23.501 [2], i.e. S-NSSAI/ Analytics ID/ service area. NWDAF service consumer could discover the 1st level NWDAF via NRF. Each 1st level NWDAF could cover 0…n 2nd level NWDAFs.

The 2nd level NWDAF could be a collocated NWDAF or a NWDAF serves several specific NFs. The 2nd level NWDAF doesn't register with NRF, it can't be discovered by a NWDAF service consumer directly via NRF. Each 2nd level NWDAF will register to at least one 1st level NWDAF. E.g. a 2nd level NWDAF which support analytics ID a and analytics ID b but only serve a specific NF may register itself to a 1st level NWDAF supporting analytics a and another 1st level NWDAF supporting analytics b.

Editor's note:
Evaluation is needed for this approach comparing to the existing NRF mechanism.

Editor's note:
How to handle 2nd level NWDAF shutdown is FFS.

When NWDAF service consumer discovers a 1st level NWDAF via NRF, the NWDAF service consumer subscribes to the 1st level NWDAF for analytics, the 1st level NWDAF could further subscribe to the 2nd level NWDAF(s) for help.

NOTE:
The data collection for 1st level NWDAF follows the conclusion of KI#1. The 2nd level NWDAF could collect data directly from the NF that it serves, if the analytics at 2nd level NWDAF needs to collect data from other NFs, it also follows the conclusion of KI#1It does not exclude the possibility for a 2nd level NWDAF to consume services provided by other NFs than the NF it serves.

Moreover, some of 2nd level NWDAFs may be providing different type of analytics but can help each other, if they registered with the same 1st level NWDAF, the 1st level NWDAF could control the cooperation between different 2nd level NWDAFs. When a 1st level NWDAF subscribe to a 2nd level NWDAF for analytics report, it could provide assistant information for the cooperation between the different 2nd level NWDAFs. The assistant information includes the NWDAF identifier and Analytics ID of another 2nd level NWDAF. With the assistant information, the 2nd level NWDAF could subscribe to the assistant NWDAF, and produces the analytics report with the help of the assistant NWDAF.
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Figure 6.11.1-1: Two-level hierarchical NWDAF Architecture
6.11.2
Procedures
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Figure 6.11.2-1: An example procedure for two-level hierarchical NWDAF Architecture
This is an example procedure for the two-level hierarchical NWDAF Architecture. In this procedure we suppose the 1st level NWDAF A supports Analytics ID1= "Abnormal behaviour" and Analytics ID2= "UE communication analytics". The 2nd level NWDAF b and d collocate with SMF1 of slice 1, while NWDAF b supports Analytics ID1, NWDAF d supports Analytics ID2. The 2nd level NWDAF c collocates with another SMF2 of slice 2, NWDAF c supports Analytics ID1.
1.
The 1st level NWDAF A registers to NRF using Analytics ID1 and Analytics ID2.

2.
The 2nd level NWDAF b registers to NWDAF A using Analytics ID1 and indicates it only serves SMF1 of slice 1; the 2nd level NWDAF c registers with NWDAF A using Analytics ID1 and indicates it only serves SMF2 of slice 2; the 2nd level NWDAF d registers with NWDAF A using Analytics ID2 and indicates it only serves SMF1 of slice 1.

3.
A NWDAF service consumer wants the analytics for Analytics ID1, so it sends the query to NRF with Analytics ID1.

4.
NRF responds with the identifier of the 1st level NWDAF A.

5.
The NWDAF service consumer subscribes to the 1st level NWDAF A for the analytics of Analytics ID1. The NWDAF service consumer may also include target UE id, expected analytics type=" communication related" in the request.

6.
The 1st level NWDAF A determines the SMF(s) serving this UE by interrogating UDM, then based on the registration information of 2nd level NWDAFs, NWDAF A knows which 2nd level NWDAF(s) associated with the serving SMF(s) could perform data analytics for a particular Analytics ID, e.g. the NWDAF b and c for Analytics ID1. NWDAF A also knows the NWDAF d collocates with the same NF as NWDAF b, and the analytics report of Analytics ID2 at NWDAF d is helpful for the analytics of Analytics ID1 at NWDAF b.


The 1st level NWDAF A subscribes to the 2nd level NWDAF b for the analytics of Analytics ID1= "Abnormal behaviour", the target UE id, expected analytics type=" communication related" is also included in the request. The 1st level NWDAF A also provides the identifier of NWDAF d and Analytics ID2= "UE communication analytics" as the assistant information to NWDAF b.


The 1st level NWDAF A subscribes to the 2nd level NWDAF c for the analytics of Analytics ID1= "Abnormal behaviour", the target UE id, expected analytics type=" communication related" is also included in the request.

7.
NWDAF b subscribes to the NWDAF d for the analytics using Analytics ID2 and the target UE id.

8.
NWDAF d performs the Analytics ID2="UE communication analytics" for the target UE and sends the analytics report to NWDAF b.

9.
NWDAF b performs the analytics of Analytics ID1= Abnormal behaviour, expected analytics type=" communication related" for the target UE, the analytics report from NWDAF d is helpful for the analytics at NWDAF b. NWDAF b sends the analytics report of Analytics ID1 for its collocated SMF1 of slice 1 to the 1st level NWDAF A.


NWDAF c performs the analytics of Analytics ID1= Abnormal behaviour, expected analytics type=" communication related" for the target UE , and sends the analytics report of Analytics ID1 for its collocated SMF2 of slice 2 to the 1st level NWDAF A.

10.
The 1st level NWDAF A performs the analytics of Analytics ID1, with the help of analytics report from NWDAF b and NWDAF c. The 1st level NWDAF A sends the analytics report of Analytics ID1 to the NWDAF service consumer.

6.11.3
Impacts on services, entities and interfaces
NWDAF: support the two-level hierarchical NWDAF Architecture; the 2nd level NWDAF works under the control of the 1st level NWDAF.
No impact to NRF and NWDAF service consumer.
6.12
Solution #12: Support for NWDAF interactions within SBA framework

6.12.1
Description

6.12.1.1
General

This solution addresses KI#2, KI#11 by utilizing the SBA framework to support the interactions among multiple NWDAF instances in an efficient manner of data collection.

This solution provides the following functionalities:

-
Registration of NWDAF's target entity information: An NWDAF instance registers itself to NRF with additional information about the target entities (i.e. NFs) currently associated.

For the registration of NWDAF's target entity information, the NWDAF instance needs to keep the target entity information updated in NRF at run-time. Using this information, the other NWDAF instances may reduce the data collection operations for the same target entities by aggregating the analytics already being processed that is discovered from NRF.

To support the registration of NWDAF's target entity information, the NWDAF instance needs to register itself with the following parameters in Nnrf_NFManagement_NFRegister/NFUpdate:

-
S-NSSAI, Analytics ID(s), NWDAF Serving Area information as specified in Rel-16,

-
additionally in Rel-17, list of NF IDs, for target NFs co-located (or associated) with the NWDAF instance

Note that the NWDAF instance needs to update its registration information in NRF by invoking Nnrf_NFManagement_NFUpdate as per change of target entity for analytics being currently performed.
The following figure illustrates the NWDAF interactions for analytics data aggregation.
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Figure 6.12.1.1-1: NWDAF interactions for analytics data aggregation

Editor's note:
It is FFS to support the indirect communication among NWDAF instances (i.e. via SCP) for analytics data aggregation.

Editor's note:
It is FFS for NRF to maintain more of NWDAF's analytics target entities, e.g. range of SUPIs for a group of UEs.
6.12.1.2
Procedures

The following figure presents an example procedure of NWDAF interactions for analytics data aggregation for multiple NFs exploiting the NWDAF's target entity information registered in NRF.
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Figure 6.12.1.2-1: An example procedure for NWDAF registration and interactions for analytics data aggregation

1-2.
NWDAF-2 registers itself to NRF with its serving Analytics ID(s), TAI(s). NWDAF-2 also registers the NF-2 which is its analytics target currently being monitored.

3-4.
NWDAF-3 registers itself to NRF with its serving Analytics ID(s), TAI(s). NWDAF-3 also registers the NF-3 which is its analytics target currently being monitored.

5.
NWDAF-4, which is an analytics consumer for NF-2 and NF-3, discovers the other NWDAF instance(s) which are currently performing the analytics of NF-2 and NF-3 by contacting NRF.

6.
NRF responds with NWDAF-2 for NF-2 and NWDAF-3 for NF-3.

7-8.
NWDAF-4 invokes a request or a subscription to NWDAF-2 to obtain the analytics data of NF-2.

9-10.
NWDAF-4 invokes a request or a subscription to NWDAF-3 to obtain the analytics data of NF-3.

11.
NWDAF-4 aggregates the collected analytics data. It may consume the data or forward it further to the other consumer.
6.12.2
Impacts on services, entities and interfaces
NWDAF:

-
needs an extension to NF registration and update operations to NRF

-
needs an extension to NF discovery operations for the other NWDAF instances

-
needs an additional capability for aggregation of analytics data from other NWDAF instances

NRF:
-
needs an extension to NF registration service interface for registration of NWDAF's target entity information

6.13
Solution #13: Time Coordination for Multiple NWDAFs

6.13.1
Description

This solution is proposed for Key Issue 2: Multiple NWDAF instances.
In case of deploying multiple NWDAFs providing different type of analytics, a tight relation may exist on an action taken by a consumer NF and the timing of analytics collected from multiple NWDAFs (e.g. in order to adopt a correct AM/ SM policy). This implies without time coordination between multiple NWDAFs, an un-intended outcome policy may be adopted for a given consumer NF due to consuming data analytics from each NWDAF independently.

To address the above issue, a new coordination time parameter is proposed as part of the contents of analytics exposure to coordinate the timing of analytics exposure to a given consumer NF across multiple NWDAFs. The consumer NF uses the new coordination time parameter as an input on analytics request to multiple NWDAFs to indicate the (minimum) expected waiting time before taking an action based on collective consumed analytics from them. Accordingly, each NWDAF may indicate a revised waiting time on subsequent response to the consumer NF (e.g. based on history of analytics exposure from the same NWDAF or experienced changes on analytics collection time from other NFs). The consumer NF can subsequently update the coordination time for future analytics requests to the same or other set of NWDAFs. This ensures the consumer NF adopts a more accurate waiting time before taking an action and the set of NWDAFs are coordinated on data exposure timing.

6.13.2
Input Data

6.13.3
Output Analytics

6.13.4
Procedures
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Figure 6.13.4-1: Procedure for time coordination across multiple NWDAFs

1a.-1b.
On analytics request, NWDAF Service Consumer indicates the expected waiting time as an input parameter (coordination time) to the set of NWDAFs with tightly related analytics.

Editor's note:
It is FFS how a NWDAF Consumer identifies a set of NWDAFs with tightly related analytics.

2a.-2b.
On analytics response, if the time is reached but analytics is not ready, each NWDAF may indicate a revised waiting time (e.g. based on history of analytics exposure from the same NWDAF or experienced changes on analytics collection time from other NFs).

3a-3b.
On receiving an indicated revised coordination time (if any), the NWDAF Service consumer may update the coordination time for future analytics requests to the same set of NWDAFs.

4a-4b.
If coordination time is revised, NWDAF Service Consumer indicates new coordination time to all NWDAFs within the same set.

NOTE 1:
Steps 2a- 2b and steps 3a-3b may happen in different orders depending on the timing of analytics collection or processing (from other NFs) for each NWDAF within the set.

Editor's note:
The proposal is based on request/ response model. It is FFS whether any new coordination time is needed for subscribe/ notify cases beyond Analytics Reporting Parameters as per Event Reporting parameters defined in Table 4.15.1-1, TS 23.502 [3].

Editor's note:
It is FFS whether "time when analytics are needed" parameter can be reused for time-coordination across multiple NWDAFs.

NOTE 2:
Coordination time parameter is shown here for a distributed data collection model but can be used similarly for centralised or mixed-mode data collection models also at aggregation points acting as central NWDAF(s) when aggregating analytics data from other NWDAFs.
6.13.5
Impacts on services, entities and interfaces
NWDAF

-
Coordination time parameter (as part of Content of Analytics Exposure for request/response model)

Editor's note:
It is FFS whether "time when analytics are needed" parameter can be reused for time-coordination across multiple NWDAFs.

6.14
Solution #14: Support flexible Analytics data aggregation for multiple NWDAFs

6.14.1
Description

This solution is proposed for Key Issue 2: Multiple NWDAF instances.
In cases where multiple instances of NWDAF are deployed, some specialising in providing certain type of analytics, or in order for multiple NWDAFs to help each other to provide the same type analytics, a coordination mechanism should be defined across the instances. More importantly, a consumer NF may need a flexible analytics data aggregation mechanism, once it discovers corresponding NWDAF instances, to realise different deployment options (whether distributed, centralised aggregation or a mixture of the two).

In this solution, we cover three set of analytics data aggregation models and relevant procedures for distributed (clause 6.14.4.1), centralised aggregation (clause 6.14.4.2) and mixed mode deployment (6.14.4.3). For each case we discuss impacts for services, entities and interfaces in clause 6.14.5. In particular, we study where the intelligence on analytics data aggregation model lies and the entities that can hold any assistance information regarding each analytics data aggregation model for the consumer NF.

6.14.2
Input Data

6.14.3
Output Analytics

6.14.4
Procedures

6.14.4.1
Distributed analytics data aggregation model
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Figure 6.14.4.1-1: Procedure for distributed multiple NWDAFs

It is assumed that index (k) shows the NWDAF instance ID in a multi-instance deployment. Each instance NWDAF(k) is specialised in a set of data analytics types, identified by Analytics IDs(k); Instances with overlapping analytic IDs may help each other e.g. to cover different sets of UEs as the target of analytics reporting or to cover different set of Tracking Areas within the area of interest. Tracking Area Indicator - TAI(k) refers to such areas of interest that could be covered by NWDAF(k). TAI(k)* is interclause of TAI(k) with the area of interest for the NWDAF service consumer.

NOTE:
This is in line with Rel-16 developments in TS 23.288 [5] and relevant aspects in TS 23.501 [2] and TS 23.502 [3].
The details of each step are as follows:

1.
NWDAF service consumer sends NF discovery request to NRF including all required Analytics ID(s) and the area of interest (e.g. in form of TAIs). The request may also include extra information, e.g. Network Slice Selection Assistance Information (i.e. S-NSSAI). NRF response may include multiple NWDAF instance IDs, NWDAF(k), each covering a set of Analytics ID(s), Analytics IDs(k), and (part of) the area of interest supported by instance (k), identified as TAI(k).

NOTE:
A consumer NF (i.e. NWDAF service consumer) decides on the set of NWDAFs to collect analytics data from based on its implemented selection criteria (e.g. the level of load per NWDAF, number of analytics IDs directly supported per NWDAF or other KPIs pre-configured by the network Operator).

2.
NWDAF service consumer sends subscription request to each NWDAF(k) including Analytics IDs(k) and TAI(k)* (e.g. as Analytics Filter). The request can be as the set of tuple of (Analytics IDs(k), Analytics Filter=TAI(k)*) as shown in step 2a to differentiate the area of interest per analytics ID. NWDAF(k) notifies with analytics specific parameters per analytics ID as shown in step 2b.

3.
The NWDAF service consumer may aggregate the target of analytics reporting across NWDAF(k)s for Analytics IDs(k) for corresponding area of interest TAI(k)*.

6.14.4.2
Centralised analytics data aggregation model
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Figure 6.14.4.2-1: Procedure for centralised aggregation for multiple NWDAFs

A new aggregation point identifier (AP ID) can defined per NWDAF indicating which other NWDAF can be potential aggregation point for it. The identifier can be set taking into account multiple factors including the level of load per NWDAF, number of analytics IDs directly supported per NWDAF or other KPIs set by the network operator. NWDAF information maintained in NRF or any other designated Data Repository structures may hold this identifier per NWDAF.
The details of each step are as follows:

1.
Similar to step 1 of clause 6.14.4.1, except NRF response may also include the AP ID per NWDAF(i) instance indicating possible aggregation point(s), NWDAF(j) for different values of (j).

2.
NWDAF service consumer sends subscription request to NWDAF(j) (to designate as aggregation point) including Analytics IDs(i), TAI(i)* (as analytics filter) for NWDAF(i). NWDAF(j) identifies its designation as aggregation point being the addressee of service consumer request.

NOTE 1:
An explicit flag or parameter can be set as input parameter by NWDAF service consumer to explicitly designate an aggregation point, NWDAF(j) in step 2.
3.
NWDAF(j) subscribes to all NWDAF (i)s in a similar procedure as clause 6.14.4.1 (single instance subscription procedure). All NWDAF(i)s notify with analytics specific parameters per analytics ID in the set of Analytics IDs(i).

4.
NWDAF(j) may aggregate the target of analytics reporting across different NWDAF(i)s for Analytics IDs(i) for corresponding area of interest, TAI(i)*.

5.
NWDAF(j) notifies with analytics specific parameters per analytics ID for all aggregated analytics IDs per NWDAF(i).

NOTE 2:
Without AP ID, the procedure for clause 6.14.4.2 will be similar to clause 6.14.4.1 i.e. a consumer NF decides on the set of NWDAFs to aggregate analytics data / collect analytics data from based on its implemented selection criteria.

NOTE 3:
As an alternative, each NWDAF instance may advertise an extended set of supporting analytics IDs (direct plus indirect ones from other NWDAFs) within NRF. Such extended list may form as part of a pre-negotiation phase between multiple NWDAFs before or as part of NRF discovery.
NOTE 4:
With AP ID or without AP ID (based on extended set of supporting analytics IDs), the consumer NF may utilise such indications (i.e. direct vs. indirect supporting analytics IDs) as an assistance information in addition to its other implemented selection criteria in particular for latency-sensitive use cases or to limit the level of signalling where consumer NF may prefer NWDAFs directly supporting analytics IDs.
Editor's note:
Whether and how to utilise AP IDs or any indications to differentiate direct vs. indirect supporting analytics (in line with NOTE 3 and NOTE 4) is FFS.

6.14.4.3
Mixed-Mode analytics data aggregation model
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Figure 6.14.4.2-1: Procedure for mixed-mode multiple NWDAFs

The details of each step are as follows:

1.
NWDAF service consumer sends NF discovery request to NRF including all required Analytics ID(s) and the area of interest (e.g. in form of TAIs). The request may also include extra information, e.g. Network Slice Selection Assistance Information (i.e. S-NSSAI). NRF response may include (1b) a (set of) NWDAF instance ID(s), i.e. NWDAF(k), to collect analytics data in distributed manner. NRF response may also include (1c) a (set of) NWDAF instance ID(s) (i.e. NWDAF(i)) to collect analytics data in centralised manner in a (set of) NWDAF instance IDs (i.e. NWDAF(j)).

2.
NWDAF service consumer subscribes to all NWDAF(k)s similar to distributed analytics data aggregation procedure in clause 6.14.4.1 and receives individual notifications.

3.
NWDAF service consumer also subscribes to NWDAF(j)s. NWDAF(j) subscribes to all relevant NWDAF (i)s to be aggregated similar to centralised analytics data aggregation procedure in clause 6.14.4.2 and provides aggregate notification to NWDAF service consumer.

4.
NWDAF service consumer aggregates analytics analytics data from both distributed and centralised NWDAF instances.

6.14.5
Impacts on services, entities and interfaces

Distributed analytics data aggregation model:
-
No impact on current services, entities and interfaces.
Centralised aggregation or Mixed-mode analytics data aggregation model:
-
No impact on current services, entities and interfaces, except:

-
[with AP ID] each NWDAF profile may include AP ID as a new parameter. AP ID can be maintained as part of NWDAF profile information within NRF.

-
[without AP ID] each NWDAF profile may include an extended set of analytics IDs (direct and indirect) that can be supported based on a pre-negotiation procedure between multiple NWDAFs. The extended set of analytics IDs can be maintained as part of NWDAF profile information within NRF.

6.15
Solution #15: Data Collection Coordination

This solution addresses Key Issues 2 and 11.

6.15.1
Description

Editor's note:
Describe the solutions. (sub) clause(s) may be added to capture details, procedural flow etc.

The architecture to support data collection for multiple NWDAF sets or multiple NWDAFs is shown in Figure 6.15.1-1. When an NWDAF instance receives a request for data analytics, the NWDAF sends data collection request to the Data Collection Coordination Function (DCCF). The NWDAF may perform NF discovery and selection to select DCCF that can perform data collection service. The NWDAF send data collection request to the DCCF. If the DCCF finds that some of the data types are being collected as requested by some other NWDAF instances, the DCCF may modify existing data subscriptions according to the new data collection request. If the data type has not been collected, the DCCF use event exposure services of the NFs to collect.

After receiving the data, the DCCF forwards the received data to the NWDAF instances that request this data type.
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Figure 6.15.1-1: Architecture for data collection

The procedure is illustrated in Figure 6.15.1-2.


[image: image39.emf]1. Nnwdaf_AnalyticsInfo_Request/

Nnwdaf_AnalyticsSubscription_Subscribe

NWDAF NRF

DCCF

NF-A NF-B

3. Ndccf_DataCollection_Subsribe

4a. Nnf_EventExposure_Subsribe

4b. Nnf_EventExposure_Notify

5.  Ndccf_DataCollection_Notify

2. Discover and Selection of DCCF

6. Data Analytics

7.  Nnwdaf_AnalyticsInfo_Response/

Nnwdaf_AnalyticsSubscription_Notify


Figure 6.15.1-2: Procedure for data collection by using DCCF

1.
An NF-A sends analytics request to an NWDAF by using Nnwdaf_AnalyticsInfo_Request or Nnwdaf_AnalyticsSubscription_Subscribe service of the NWDAF.

2.
The NWDAF uses Nnrf_NFDiscovery service of NRF to discover and select DCCF. The information to discover and select a DCCF may include DNN, S-NSSAI, type of data to be collected, service area.

3.
The NWDAF use a service of DCCF, e.g. Ndccf_EventExposure_Subscribe to send the data subscription request to the DCCF. The message may contain one or more of following parameters: the type of data to be collected, and data collection attributes.

4a.
If the data type has not been collected before, or the data is being collected but having different collection attributes, the DCCF uses an event exposure service, such as Nnf_EventExposure_Subsribe where the NF could be AMF, SMF for example, to subscribe for the required data type. For example, if the data type has been collected before, the existing subscription parameters may be updated such as Expiry time, Area of Interest.

Editor's note:
How the DCCF discovers the NF-B is FFS.
4b.
The NF-B sends data notification to the DCCF, for example by using Nnf_EventExposure_Notify service.

5.
The DCCF uses a service, for example Ndccf_EventExposure_Notify to send the data to the NWDAF(s) that subscribed for this data.

6.
The NWDAF performs data analytics.

7.
The NWDAF sends the analytics results data to the NF-A by using Nnwdaf_AnalyticInfo_Response or Nnwdaf_AnalyticSubscription_Notify service.

6.15.2
Impacts on services, entities and interfaces
Editor's note:
This clause describes impacts to existing services and interfaces.

A new DCCF is introduced. The DCCF provides data collection service.

The NWDAF uses the service of DCCF for data collection.

There are no changes to the event exposure services of other CP NFs: AMF, SMF, PCF, UDM, NEF.

6.16
Solution #16: Roles and inter-NWDAF instance cooperation from lower level NWDAF to upper level NWDAF in hierarchical architecture

6.16.1
Description

6.16.1.1
General

This solution is proposed to address Key Issue #2: Multiple NWDAF instances and KI#11: Increasing efficiency of data collection. The solution describes how to avoid duplication of data collection when NWDAFs at the lowest levels of hierarchy need data for an analytics ID that might be also needed and collected by other NWDAFs in the same hierarchical lower level. This solution is complementary to "Solution #18: Roles and inter-NWDAF instance cooperation from upper level NWDAF to lower level NWDAF in hierarchical architecture".
6.16.1.2
Procedure

The procedure of inter-NWDAF instance cooperation from lower level NWDAF to middle level NWDAF in hierarchical architecture to coordinate data collection is presented from Figure 6.16.1.2-1 below.
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Figure 6.16.1.2-1: Procedure for inter-NWDAF instance cooperation from lower level NWDAF to upper level NWDAF in hierarchical architecture

1.
NWDAF instances are configured with the role, e.g. the information of the NWDAF Serving Area of its own tier (e.g, top level, middle level and lower level), as well as the NWDAF serving areas in its associated tiers (e.g. upper level).

Editor's note:
How an NWDAF in a given level discovers the NWDAF instances in the upper and lower levels is FFS.

2.
An Analytics consumer requests to the NWDAF in a lower level for an Analytics subscription request.

3a.
The requested lower level NWDAF might be configured with the role of Data Collection Coordination (DCC) functionality. The lower level NWDAF generates the mapping of an identification of a subscription to an Analytics IDs and the list of identification of triggered of data to be collected for such Analytics ID generation at other NWDAFs, NFs, AFs, and OAM. The lower NWDAF can be able to collect the data from its co-located NF. Based on the association information, the lower level NWDAF determines to ask the middle NWDAFs for any other data it requires.

Editor's note:
Details for the mapping of an identification of a subscription to an Analytics IDs and the list of identification of triggered of data to be collected for such Analytics ID generation at other NWDAFs, NFs, AFs, and OAM are FFS.
3b.
If the data to generate the requested Analytics ID is not available, the lower level NWDAF sends the request for data collection to the NWDAF in the middle level, that has DCC functionality.

4.
The middle level NWDAF creates and check the mapping of an identification of a subscription request if data is available, otherwise the middle level NWDAF will request from other lower NWDAFs and/or NFs.

Editor's note:
Details for the mapping of an identification of a subscription request are FFS.

Case A:

5a.
The requested data is already available and the middle level NWDAF sends the request data to the lower level NWDAF.

Case B:

5b.
If the triggered of data collection request is not available and requires a new data subscription from the data source, e.g. NF, the middle level NWDAF sends the subscription request for the collected data from NF.

5c.
The NF sends the collected data to the middle level NWDAF.

5d.
The middle level NWDAF stores the collected data to be able to reuse if the same data collection is required by other NWDAFs.

5e.
The middle level NWDAF sends the request data to the lower level NWDAF.

6.16.2
Impacts on services, entities and interfaces

NWDAF:

-
inter-coordination of NWDAF instances between lower level and upper level of different hierarchies, mechanisms to support DCC functionalities in hierarchical architecture and storage capabilities at NWDAF instances.
6.17
Solution #17: Alternatives for Interactions among Hierarchical NWDAFs

6.17.1
Description

This solution is proposed for Key Issue 2: Multiple NWDAF instances.
As defines by TS 23.288 [5], there exist cases where multiple NWDAFs can be deployed in the network. Such NWDAFs could either provide the same analytics ID or to provide different analytics IDs. Operators thus, need to organize their multiple NWDAFs with supported analytics ID, in such a way that consumers of analytics are able to identify the proper NWDAF instance that can provide such analytics.

In addition, there exist cases in which the analytics output required by the consumer, might require the involvement of multiple NWDAFs. This is the case, for instance, of AF requesting analytics IDs via NEF. As defined in TS 23.288, NEF translates any area of interest information indicate by an AF into the area of interest information understood by the operators network and find the proper NWDAF instance.

6.17.1.1
General

This solution proposes the organization of NWDAFs based on a hierarchical model to support NF consumers to identify the proper NWDAF able to generate the proper analytics ID without having to handle the issues of subscribing to multiple NWDAFs. This way, the internal mechanisms of the NWDAFs becomes transparent for the consumer of analytics.

This proposal assumes:

-
NWDAFs in higher level are configured to support the same Analytics Ids of the NWDAFs in the lower levels below them.

-
The same procedure and information defined in TS 23.501 [2] clause 6.3.13 is used by a consumer that needs to discover the proper NWDAF to subscribe/request the analytics ID. NRF will return the best matching NWDAF in the hierarchy that can support the requested Analytics IDs. This way, the consumer of the analytics interacts only with one NWDAF instance even if the analytics ID for the requested area of interest is related to multiple NWDAFs.

-
NRF relies on the analytics ID and NWDAF serving area exposed by NWDAF (according to TS 23.501 [2] clause 6.3.13) to determine the proper NWDAF to be returned to an analytics consumer searching for an NWDAF instance.

-
Consumers of Analytics IDs can subscribe/request to NWDAFs services at any level of the hierarchy as long as such NWDAFs was identified as the proper NWDAF (via NRF discovery) to provide the analytics ID.

-
The lower level NWDAFs are co-located with NFs.

-
There exist Analytics Output Generation (AOG) modes for NWDAFs to interact with each other in order to provide an analytics ID that requires multiple NWDAFs involvement.

-
The usage of the AOG mode to be used for analytics generation can be either configured or indicated by the consumer of the analytics ID. If the consumer requests an AOG not supported by an NWDAF instance, the request will be rejected.

Editor's note:
It is FFS how an NWDAF identifies dynamically other NWDAFs in the levels of the hierarchy.

Editor's note:
It is FFS to study how to coordinate the use of a determined AOG mode among the multiple NWDAFs.

The Analytics Output Generation interaction modes are:

-
Mode #1 - Generation based on Plain Collected Data.
-
Mode #2 - Generation based on Aggregated Collected Data.
-
Mode #3 - Composed/Aggregated Analytics ID.
-
Mode #4 - Mixed.
6.17.1.2
Procedures
6.17.1.2.1
Interaction Mode#1: Generation based on Plain Collected Data
The analytics ID generation is performed by the NWDAF that received the NF consumer request. NWDAF generates such analytics ID based on the collected data from lower level NWDAFs (e.g. in other NWDAFs instances in the hierarch co-located NWDAFs with NFs) and/or NFs related to the requested area by the consumer of the analytics.

NOTE:
For simplicity the figure shows only the case when the proper NWDAF identified by NRF is the Top Level NWDAF. However, a consumer can interact directly with any NWDAF of the hierarchy as long as such NWDAF is the proper NWDAF identified by NRF.

Editor's note:
It is FFS to decide whether the AOG should be included in the subscription/request to analytics ID.
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Figure 6.17.1.2.1-1: Procedures for analytics generation based on Interaction Mode #1

0.
Consumer of NWDAF analytics interacts with NRF to discover the proper NWDAF instance covering the requested area of the analytics ID to be requested.

1.
Consumer of NWDAF analytics subscribe to the identified NWDAF.

2.
If NWDAF does not has the data necessary for generating the requested analytics ID, NWDAF request to the NWDAFs of the lower layers responsible for the areas of the requested analytics ID, the collection of the missing data for the analytics generation.

3.
(a,b) The process of requesting collected data from upper levels of NWDAF is recursively performed (if the NWDAF does not has the data in its area required in the received request from an upper level NWDAF) until reaching the lower level NWDAFs or middle NWDAFs that directly collect from NFs/OAM.

4.
The NWDAFs co-located with 5GC NF in lower levels as well as NF/OAM send their respective collected data to the upper level NWDAF.

5.
If there are several middle layer, each NWDAF in a middle layer that receive a request from an upper layer will send the information.

6.
The NWDAF that received the request from the consumer will receive all the collected data necessary for the analytics calculation and will generate the analytics based on such collected data.

7.
NWDAF that received the request for analytics generation notifies the consumer of such analytics.

6.17.1.2.2
Interaction Mode#2: Generation based on Aggregated Collected Data
The analytics ID generation is performed at the NWDAF that received the NF consumer request. NWDAF generates such analytics ID based on aggregated data from lower NWDAF levels. The data types requested to the lower levels are of the same type of the input data required for the analytics ID. However, the lower levels of NWDAF process or aggregate the data samples, for instance, aggregated (avr, max, min), instead of sending every collected sample for the data type at the lower NWDAFs levels.

NOTE:
For simplicity the figure shows only the case when the proper NWDAF identified by NRF is the Top Level NWDAF. However, a consumer can interact directly with any NWDAF of the hierarchy as long as such NWDAF is the proper NWDAF identified by NRF.
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Figure 6.17.1.2.2-1: Procedures for analytics generation based on Interaction Mode #2

0.
Consumer of NWDAF analytics interacts with NRF to discover the proper NWDAF instance covering the requested area of the analytics ID to be requested.

1.
Consumer of NWDAF analytics subscribe to the identified NWDAF.

2.
If NWDAF does not has the data necessary for generating the requested analytics ID, NWDAF request to the NWDAFs of the lower layers responsible for the areas of the requested analytics ID, the aggregated data from such level.

3.
(a,b) The process of requesting collected data from upper levels of NWDAF is recursively performed (if the NWDAF does not has the data in its area required in the received request from an upper level NWDAF) until reaching the lower level NWDAFs.

4.
The NWDAFs co-located with 5GC NF in lower levels send their respective aggregated data to the upper level NWDAF.

5.
(a,b) If there are several middle layer, each NWDAF in a middle layer that receive a request from an upper layer will aggregated its data (including aggregated data from lower levels) and send such aggregated data.

6.
The NWDAF that received the request from the consumer will receive all the aggregated data necessary for the analytics calculation and will generate the analytics based on such aggregated data.

7.
NWDAF that received the request for analytics generation notifies the consumer of such analytics.

6.17.1.2.3
Interaction Mode#3: Composed/Aggregated Analytics ID

The analytics ID generation is a result of the composition of multiple analytics outputs of the NWDAFs for the area of interested required by the consumer of the analytics ID. The NWDAF that received the consumer request is the upper NWDAF in the hierarch that can coordinate with the lower level NWDAFs covering the required areas. The upper NWDAFs is responsible for subscribing to all NWDAFs involved in the process of generation of the request analytics, receive the multiple analytics outputs from the NWDAFs and compose, i.e, aggregate the multiple analytics outputs into a single analytics output to be sent to the consumer that requested the analytics ID.

NOTE:
For simplicity the figure shows only the case when the proper NWDAF identified by NRF is the Top Level NWDAF. However, a consumer can interact directly with any NWDAF of the hierarchy as long as such NWDAF is the proper NWDAF identified by NRF.


[image: image43.emf] 

Top Level 

NWDAF

Consumer of 

NWDAF Analytics 

Middle Level 

NWDAF

Lower Level 

NWDAF#1

Lower Level 

NWDAF#2

1. Analytics Subscription/

Request

2. Analytics 

Subscription/Request

3a. Analytics Subscription/Request

3b. Analytics notification/Response

5. Notification/Response with  Aggregated Analytics ID

6. Aggregation of 

received analytics IDs

7. Analytics Notification/Response

0. Discovery of proper 

NWDAF via NRF

4. Aggregates received 

analytics IDs


Figure 6.17.1.2.3-1: Procedures for analytics generation based on Interaction Mode #3

0.
Consumer of NWDAF analytics interacts with NRF to discover the proper NWDAF instance covering the requested area of the analytics ID to be requested.

1.
Consumer of NWDAF analytics subscribe to the identified NWDAF.

2.
NWDAF identifies that subscription involves multiple NWDAFs in the lower branches of the hierarchy, if NWDAF is not in the lower level (i.e. co-located with 5GC NF). NWDAF subscribe with the same analytics ID to NWDAFs in the levels below associated with the area of the requested analytics ID by the consumer.

3.
(a,b) The process of requesting the same analytics ID to lower level of the hierarchy is recursively performed until reaching the lower level NWDAFs co-located with 5GC NF or middle NWDAFs that can direct generate the analytics ID. The middle level NWDAF receives the notification of the analytics IDs from the lower level NWDAFs

4.
The middle level NWDAFs aggregate the received analytics IDs into a single analytics ID.

5.
Middle level NWDAF(s) notify/respond notify the upper level NWDAF that requested such analytics ID.

6.
The NWDAF that received the request from the consumer will receive all multiple analytics IDs from the NWDAFs, aggregates the multiple analytics IDs in to a single analytics ID.

7.
NWDAF that received the request for analytics generation notifies the consumer of such analytics with a single analytics output based on the multiple received analytics outputs from NWDAFs of the lower levels of the hierarchy.

6.17.1.2.4
Interaction Mode#4: Mixed Collected Data

The analytics ID generation is performed by the NWDAF that received the request/subscription from a consumer of analytics. The NWDAF generates such analytics based on information collected from lower level NWDAFs via plain data collected data request (Mode #1), and/or aggregated collected data requests (Mode #2).

NOTE:
For simplicity the figure shows only the case when the proper NWDAF identified by NRF is the Top Level NWDAF. However, a consumer can interact directly with any NWDAF of the hierarchy as long as such NWDAF is the proper NWDAF identified by NRF.
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Figure 6.17.1.2.4-1: Procedures for analytics generation based on Interaction Mode #4

0.
Consumer of NWDAF analytics interacts with NRF to discover the proper NWDAF instance covering the requested area of the analytics ID to be requested.

1.
Consumer of NWDAF analytics subscribe to the identified NWDAF.

2.
If NWDAF does not has the data necessary for generating the requested analytics ID, NWDAF request to the NWDAFs of the lower layers responsible for the areas of the requested analytics ID, the aggregated data from such level.

3.
(a,b) The process of requesting collected data from upper levels of NWDAF is recursively performed (if the NWDAF does not has the data in its area required in the received request from an upper level NWDAF) until reaching the lower level NWDAFs or middle NWDAFs that directly collect from NFs/OAM.

4.
The NWDAFs in lower levels as well as NF/OAM send their respective aggregated and collected data to the upper level NWDAF

5.
(a,b) If there are several middle layer, each NWDAF in a middle layer that receive a request from an upper layer will aggregated its data (including related aggregated data from lower levels and/or related collected data NF/OAMs) and send such aggregated data to the NWDAF at the upper level that requested it.

6.
The NWDAF that received the request from the consumer will receive all the aggregated data necessary for the analytics calculation and will generate the analytics based on such aggregated data.

7.
NWDAF that received the request for analytics generation notifies the consumer of such analytics.

6.17.2
Impacts on services, entities and interfaces
NWDAF:

-
Extensions of NWDAF configuration and NWDAF subscription services to allow proper interactions among NWDAFs for analytics generation.

-
Extensions of NWDAF services to support interactions related to data collection among NWDAFs.

NRF:

-
Identify the lowest possible NWDAF in the hierarchy able to be the entry point for a consumer of analytics ID.
6.18
Solution #18: Roles and inter-NWDAF instance cooperation from upper level NWDAF to lower level NWDAF in hierarchical architecture

6.18.1
Description

6.18.1.1
General

This solution is proposed for Key Issue 2: Multiple NWDAF instances.
Multiple NWDAF instances can be cooperated with each other in a hierarchical architecture to support different roles and functionalities. Example of NWDAF role and hierarchy can be identified based on the Serving area such as NWDAF instances are configured with the information of the NWDAF Serving Area. A requirement of the hierarchical NWDAF architecture is inter-NWDAF instance cooperation, in particular, mechanisms for efficient data collection to coordinate between NWDAF instances in different hierarchies.

A Data Collection Coordination (DCC) functionality can be implemented in an NWDAF instance. For example, in the hierarchical architecture, the NWDAF may have DCC functionality. The lower-tier NWDAF instances may send data collection requests or subscriptions to the higher-tier NWDAF that has DCC functionality. The NWDAF having DCC functionality can request or subscribe data from different source NFs on behalf of multiple NWDAF instances and distribute data to multiple NWDAF instances.

Editor's note:
The data collection in DCCF refers to the data to be collected from source NFs. Whether DCCF supports aggregated data, which refers to analytics data collected from one-tier NWDAF to be passed to another tier NWDAF is FFS.

6.18.1.2
Procedure

The NWDAF instances in hierarchical architecture are categorized as top level, middle level and lower level. In each level one or more NWDAF instance is co-located with DCCF to coordinate the triggering of data collection in its associated lower level. The procedure of different cases of inter-NWDAF instance cooperation in hierarchical architecture to coordinate data collection is presented from Figure 6.18.1.2.1-1, Figure 6.18.1.2.2-1 and Figure 6.18.1.2.3-1 below.

6.18.1.2.1
Case 1: Inter-NWDAF instance cooperation in hierarchical architecture
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Figure 6.18.1.2.1-1: Case 1: Procedure for inter-NWDAF instance cooperation in hierarchical architecture

1.
NWDAF instances are configured with the role, e.g. the information of the NWDAF Serving Area of its own tier, as well as the NWDAF serving areas in its associated lower tiers.

NOTE 1:
How an NWDAF in a given level discovers the NWDAF instances in the upper and lower levels is FFS.

2.
An Analytics consumer requests to the NWDAF in a tier n (e.g, top level) for an Analytics subscription request.

3a.
The top level NWDAF is configured with the role of Data Collection Coordination (DCC) functionality. To coordinate the data collection, the top level NWDAF generates the mapping of an identification of a subscription to an Analytics IDs and the data to be collected from data source NFs. The mapping can be generated based on the identification of subscription to an Analytics IDs from step 2 and the list of identification of triggered data to be collected for such Analytics ID generation at other NWDAFs, NFs, AFs, and OAM. Then the top level NWDAF determines, based on the association information, if there an existing subscription to the same analytics ID had already triggered the subscription or request of the same data.3b. If there an existing subscription to the same analytics ID had already triggered for the data collection, the top level NWDAF sends Analytics output to the Analytics consumer, based on the collected data.

6.18.1.2.2
Case 2: Inter-NWDAF instance cooperation in hierarchical architecture
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Figure 6.18.1.2.2-1: Case 2: Procedure for inter-NWDAF instance cooperation in hierarchical architecture
1-3a.
Same as steps (1-3a) in Figure 6.18.1.2.1-1.

3b.
If the triggered of data collection for the subscription request is not available, the top level NWDAF sends the request for data collection to the NWDAF in the middle level, that has DCC functionality.

4a.
The middle level NWDAF creates and check the mapping of an identification of a subscription request and the list of identification of triggered of data to be collected according to step 3a in Figure 6.18.1.2.1-1.

4b.
If an existing subscription to the same request ID had already triggered the data collection, the middle level NWDAF sends the request data to the top level NWDAF.

4c.
The top level NWDAF sends Analytics output to the Analytics consumer, based on the collected data.

6.18.1.2.3
Case 3: Inter-NWDAF instance cooperation in hierarchical architecture
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Figure 6.18.1.2.3-1: Case 3: Procedure for inter-NWDAF instance cooperation in hierarchical architecture
1-4a.
Same as steps (1-4a) in Figure 6.18.1.2.2-1.

4b.
If the triggered of data collection for the subscription request is not available, the middle level NWDAF sends the request for data collection to the NWDAF in the lower level, that has DCC functionality.

4c.
If the triggered of data collection for the subscription request requires a new data subscription from the data source, e.g. NF, the middle level NWDAF sends the subscription request for collected data from NF.

5a.
After receiving the request from step 4b, the lower level NWDAF creates and check the mapping of an identification of a subscription request and the list of identification of triggered of data to be collected according to step 3a in Figure 6.18.1.2.1-1.

5b.
If an existing subscription to the same request ID had already triggered the data collection, the lower level NWDAF sends the request data to the middle level NWDAF as per step 4b. In a similar way, the requested data as per step 4c is sent to the middle level NWDAF by the data source, NF.

5c.
The collected data is sent to the requested NWDAF, the top level NWDAF.

5d.
The top level NWDAF sends Analytics output to the Analytics consumer, based on the collected data from middle level NWDAF.

6.18.2
Impacts on services, entities and interfaces

NWDAF:

-
Inter-coordination of NWDAF instances in different hierarchies and mechanisms to support DCC functionalities in hierarchical architecture.
6.19
Solution #19: Multiple NWDAFs interactions for analytics consumption and composition related to large areas
6.19.1
High-level Description

This clause describes a solution for KI#2 for enhancing interactions among NWDAFs to support composition of a single analytics for a large area of interest with baseline parameters.

This solution assumes that NWDAFs are the only entities in the system capable to compose a single analytics output based on the multiple analytics outputs. The NWDAF with such capability is configured with the composition rule that defines the mapping and processes of field types of multiple analytics outputs of the same analytics type into a single analytics output that is provided to an analytics consumer.
NWDAFs are also configured with the baseline parameters allowed per type of analytics type (i.e. analytics IDs). The baseline parameters are:

-
Dataset statistical properties: parameter that defines requirements for the selection and preparation of the collected data (e.g. balanced datasets - uniformly distributed samples in labels of predictions) or processes (e.g. time dependent weights, covariance) to be used for the analytics generation. This parameter guarantees that all NWDAFs involved in the generation of a single analytics output will have data samples treated with the same statistical requirements. This can reduce the chances of discrepancies that can lead consumer of the single analytics ID to suboptimal decisions.

-
Output strategy: parameter that defines when an analytics output will be sent to a consumer enabling a synchronization on the output generated by multiple NWDAFs. Two output strategies are defined:

-
Binary output strategy: analytics output will be sent to the consumer only when the preferred level of accuracy indicated at subscription is reached and the periodicity related to analytics reporting information is ignored until the level of accuracy is reached. After this point, the analytics output will be sent based on the analytics reporting information. This output strategy is the current existing one defined in TS 23.288 [5].

-
Gradient output strategy: analytics output will be sent to the consumer following the periodicity indicated in the analytics reporting information included in the subscription regardless if the requested level of accuracy has been reached. In this new output strategy mode, the analytics reporting information has precedence over the level of accuracy. In this case, NWDAF includes in the output sent to the consumer the level of accuracy for the specific notification.

6.19.2
Procedure for NWDAF Interactions

The procedure in Figure 6.19.2-1 illustrate the enhanced mechanisms for NWDAF interactions for analytics generation targeting large areas.

Editor's note:
It is FFS to decide whether the baseline parameters are indicated by the NF Consumer of NWDAF or if it is configured at NWDAF. Based on this decision, the following procedure needs to be updated.
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Figure 6.19.2-1: NWDAF interactions for single analytics output generation for large areas of interest

1.
NF Consumer determines proper NWDAF to subscribe for large area of interest based on NRF discovery.

2.
NF Consumer subscribes to determined NWDAF capable of composing the single analytics output (e.g.NWDAF#1), including in the subscription, the analytics ID, analytics filter information the whole area of interest for the desired analytics ID (e.g. AoI = A,B), analytics reporting information, level of accuracy, dataset statistical properties, and output strategy.

3.
Based on the received request/subscription NWDAF#1 identifies the need for interaction with other NWDAF instances. NWDAF#1 determines the proper NWDAFs serving the areas it cannot serve based on NRF discovery.

4.
NWDAF#1 triggers the analytics generation in its serving area. Based on the composition rule, NWDAF#1 associates the requested analytics ID by the Consumer, the local analytics output to be generated, and the identification of the further NWDAFs require to properly cover the requested AoI from the NF consumer.

5.
NWDAF#1 subscribes/requests to the further identified NWDAFs (e.g. NWDAF#2) with the same analytics ID, analytics reporting information, level of accuracy, dataset statistical properties, and output strategy of the original NF consumer request. The use of such same parameters allows the alignment among the multiple NWDAFs. With the confirmation of the subscription/request to the further NWDAFs, NWDAF#1 further associated the subscription identification of each requested analytics ID to the composition rule.

6.
(a,b) Each further NWDAF (e.g. NWDAF#2) generates its analytics output according with the requested/subscribed parameters and sends the analytics output to the NWDAF#1.

7.
NWDAF#1 generates the single analytics output according with the composition rule, based on local generated analytics output at NWDAF#1 and all received analytics outputs from the further NWDAFs (e.g. NWDAF#2).

8.
NWDAF#1 send the notification/response to the NF Consumer with a single analytics output generated based on the composition rule.

6.19.3
Impacts on services, entities and interfaces
NWDAF:

-
Extension of services to support the new input parameters: dataset statistical properties and output strategy.

-
Extension of NWDAF capabilities to generate a single analytics output based on multiple analytics.

6.20
Solution #20: UE abnormal behaviour analytics interaction between multiple NWDAF instances
6.20.1
Description

This solution is proposed to address Key Issue #2: Multiple NWDAF instances.
This contribution focus on the aspects of how analytics generation can be enhanced in multiple NWDAFs case, e.g. whether NWDAFs can cooperate with each other.

When multiple NWDAFs exist, not all of them need to be able to provide the same type of analytics results and some specific NWDAF instance(s) could support certain types of analytics, which are identified by analytics IDs. However, no specific requirement has been defined regarding how different NWDAFs could cooperate, i.e. in Rel-16 each NWDAF acts independently from the other NWDAFs.

One NWDAF in one network may provide the specific type of analytics e.g. UE abnormal behaviour analytics, which may be useful for other NWDAF(s) e.g. to generate analytics generation.

6.20.2
Procedures
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Figure 6.20.2-1: Procedure for UE abnormal behavior analytics interaction between multiple NWDAF(s)

1-2.
The NF sends Nnwdaf_AnalyticsSubscription_Subscribe or Nnwdaf_AnalyticsInfo_Request to the NWDAF1 responsible for a certain Analytics ID and the NWDAF1 sends Nnwdaf_AnalyticsSubscription_Notify.

3.
Procedure for UE abnormal behavior identification and analytics generation in the NWDAF2 for Abnormal behaviour analytics.

4-5.
The NWDAF1 responsible for the certain Analytics ID sends Nnwdaf_AnalyticsSubscription_Subscribe or Nnwdaf_AnalyticsInfo_Request (Analytics ID="UE abnormal behaviour") to the NWDAF2 responsible for Abnormal behaviour analytics and the NWDAF2 sends Nnwdaf_AnalyticsSubscription_Notify.


The NWDAF2 provides the abnormal UE list and the observed time window to the NWDAF 1, indicating the time window of the abnormal behaviour analytics.

6-7.
Based on the observed time window for the abnormal behaviour analytics, the NWDAF1 figures out when the abnormal situation occurs and when the abnormal situation is resolved.

The NWDAF1 may train a new model and generate a new analytics for the certain Analytics ID, and provides the updated analytics and corresponding validity period to the analytics consumer.

Editor's note:
Whether and how the NWDAF1 notify the consumer in advance that an updated analytics is to be provided later (due to the occurrence of an abnormal situation in past) is FFS.
6.21
Solution #21: Inter-NWDAF instance cooperation based on NWDAF profile

6.21.1
Description

6.21.1.1
General

This solution is proposed for Key Issue 2: Multiple NWDAF instances.
NWDAF instance may co-locate with 5GC NFs or be a logic component of 5GC NF instance. The NWDAF instance may collect and process the raw data from the 5GC NFs. The co-locating NWDAF instance provides processed data on behalf of the 5GC NFs when other NWDAF instances collect data from the 5GC NFs. The processed data is comparable to raw data, which means the NWDAF collocated with NG can pre-process the data e.g. data aggregation.
The 5GC NF co-locating with NWDAF instance adds NF instance ID into the NWDAF profile and registers to NRF.

NWDAF instance queries NRF the profiles of other NWDAF instances. Based on the profiles, it finds other NWDAF instances providing processed data of 5GC NFs for analytics.

6.21.1.2
Procedures
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Figure 6.21.1.2-1: Procedures for cooperation between NWDAF instances

1.
The NWDAF queries NRF and gets the profiles of other NWDAF instances. Based on the NF instance ID in the profile, The NWDAF gets the information that which NWDAF instance is able to provide processed data on behalf of which NF.

2.
The NWDAF service consumer subscribes to or requests analytics information by invoking the Nnwdaf_AnalyticsSubscription_Subscribe or Nnwdaf_AnalyticsInfo_Request service operation towards NWDAF 1.

3.
NWDAF 1 decides the required data to be collected according to the request Analytics ID. Because according to the NWDAF profile 5GC NF co-locates with NWDAF 2, NWDAF 1 requests NWDAF 2 to provide processed data on behalf of 5GC NF.

4.
The NWDAF 2 provides processed data to the NWDAF 1 by Nnwdaf_ProcessedData_Response or Nnwdaf_ProcessedData_Notify service operation.

5.
NWDAF 1 may collect other required data from other NF, AF, or OAM.

6.
NWDAF 1 provides the analytics information to the NWDAF service consumer by invoking Nnwdaf_AnalyticsSubscription_Notify or Nnwdaf_AnalyticsInfo_Response service operation.

6.21.2
Impacts on services, entities and interfaces
NWDAF:

-
In NWDAF profile, add instance ID of 5GC NF co-locating with NWDAF instance.

-
NWDAF supports to provide processed data on behalf of co-locating 5GC NFs.

-
NWDAF supports to query NRF and gets the profiles of other NWDAF instances.

-
Based on the profile, NWDAF finds other NWDAF instances providing processed data of 5GC NFs.

-
NWDAF supports to collect processed data of 5GC NFs from other NWDAF instances for analytics.

NRF:

-
NRF supports to provide NWDAF profiles for other NWDAF instance discovery.

6.22
Solution #22: mitigation of the load for Data Collection
6.22.1
Description

Editor's note:
Describe the solutions. (sub) clause(s) may be added to capture details, procedural flow etc.

This solution is proposed for Key Issue 2: Multiple NWDAF instances.

There may be multiple NWDAF instances deployed in the same PLMN and such NWDAF instances may request same data from same NFs, thus it is unnecessary for an NF to report duplicated data to all such NWDAFs.
In order to avoid different NWDAF instances to collect same data for different analysis purposes, a NWDAF which is responsible for data collection and data storage is introduced into the 5GC. As data collected from OAM/NFs is stored in this specific NWDAF with data storage function (called NWDAFdsf), any authorized NWDAF instance can interact with this NWDAFdsf to retrieve the cached data. By this way, the signalling load for same data collection can be mitigated. The following Figure 6.22.1-1 shows the data collection architecture supporting NWDAFdsf.
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Figure 6.22.1-1: Data collection architecture supporting NWDAFdsf
NOTE:
As NWDAFs in a PLMN may be deployed in same/different operator's data centers, there may be multiple NWDAFdsf deployed in a PLMN, e.g. each per data center.
The main functionalities of the NWDAFdsf include:

-
Data collection from 5GC NFs;
-
Caching the collected data;
-
Exposure of the cached data to authorized NWDAF instance.
6.22.2
Procedures
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Figure 6.22.2-1: Data collection with the help of NWDAFdsf
1.
When a NWDAF needs to collect network data from NFs, it invokes Nnwdaf_EventExposure_Subscribe (NF ID, Event ID, Target of Event Reporting) to retrieve data from the NWDAFdsf instead of sending request to the NFs directly.

2.
The NWDAFdsf may reject the subscription request if the NWDAF is not allowed to retrieve data from the NWDAdsf. In this case, the NWDAF may need to collect data from the NFs directly.


If the NWDAFdsf has no related network data, it invokes Nnf_EventExposure_Subscribe (NF ID, Event ID, Target of Event Reporting) to collect the data from the NFs identified by the NF ID.

3.
The NWDAFdsf receives and caches the data reported by the NFs.

4.
The NWDAFdsf notifies the NWDAF 1 of the requested data.

5.
Another NWDAF (e.g. NWDAF 2) may request collection for same data from the NWDAFdsf.

6.
As the same data has been cached in the NWDAFdsf, the NWDAFdsf can directly respond the NWDAF 2 with the cached data.

7.
The NWDAF 1 can send unsubscribe request to the NWDAFdsf if current data collection is not needed any longer.

8.
Other NWDAFs may also unsubscribe network data from the NWDAFdsf.

9.
If all NWDAFs subscribing same data collection unsubscribe from the NWDAFdsf, the NWDAFdsf can send Nnf_EventExposure_unSubscribe to the related NFs. It is up to NWDAFdsf implementation to handle the cached data, e.g. the NWDAFdsf drops the cached data if it has no enough storage or the cached data becomes invalid.

6.22.3
Impacts on services, entities and interfaces
Editor's note:
Capture impacts on existing 3GPP nodes and functional elements.

6.23
Solution #23: flexible data collection and data analysis for hierarchical NWDAF architecture

6.23.1
Description

This solution is proposed for Key Issue 2: Multiple NWDAF instances.
In case multiple NWDAFs are deployed, these NWDAFs may provide the same Analytics ID(s) or different Analytics ID(s) and be deployed in different service area or same service area. The NWDAF may organize other NWDAF(s) that support the same Analytics ID(s) to provide the request analytics. The NWDAF may organize other NWDAF(s) to provide data collection whose service area overlap the NWDAF interesting area.

To support the multiple NWDAF(s) flexible deployment (e.g. per NF instance, per NF set, per slice etc.), the NWDAF service area information may be NF instance ID(s) or NF set ID(s) or S-NSSAI(s). In this case, the NWDAF seems to be associated with NF instance(s) or NF set(s) or slice(s).
To support the multiple NWDAF(s) flexible deployment, the NWDAF instance may only support function of data collection and data exposure.
6.23.2
Procedures

6.23.2.1
Procedure of multi-NWDAFs assisted analytics and data collection
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Figure 6.23.2.1-1: Procedure of multi-NWDAFs assisted analytics

It is assumed that index (k) shows the NWDAF instance ID in a multi-instance deployment. Each NWDAF(k) services the target area of the NWDAF interesting and/or has overlapping Analytics ID(s) with NWDAF.

1.
NWDAF service consumer subscribes/requests to the identified NWDAF including Analytics ID(s).

2.
The NWDAF decides which data should be collected per Analytics ID(s) and from which NF instance(s) the data should be collected according to information (e.g. Area of Interesting or UE related or specified NF(s) etc.) receiving from the consumer request.


If the NF instance(s) is in the service area of NWDAF, the NWDAF may collect data directly as specified in TS 23.288 [5].


If the NWDAF needs the help of other NWDAF(s), the NWDAF obtains the NWDAF(k) who is serving the NF instance(s) as step 2a. The NWDAF sends subscribes/requests to the NWDAF(k) including the Analytics ID(s) and NF ID(s) as step 2b. If the NWDAF derives the analytics itself, the NWDAF sends data collection request to the NWDAF(k) including NF ID(s) and data that the NWDAF request as step 2c.

3.
The NWDAF(k) collects data from the requested NF ID(s) and/or derives analytics information that requested Analytics ID(s).

4.
The NWDAF(k) notifies/responses the collection data or analytics information.

5.
The NWDAF composes analytics information according to the collection data or analytics information from NWDAF(k).

6.
The NWDAF notifies/responses analytics information to consumer.

6.23.3
Impacts on services, entities and interfaces
No impact on current services, entities and interfaces, except:

-
NWDAF supports data collection exposure;

-
NWDAF service area may be defined as NF ID(s) or set of NF ID(s) or slice(s).
6.24
Solution #24: Federated Learning among Multiple NWDAF Instances

6.24.1
Description

This is a solution for the Key Issue#2: Multiple NWDAF instances and Key Issue #19: Trained data model sharing between multiple NWDAF instances.
6.24.1.1
General

As shown in Figure 6.24.1.1-1, multiple NWDAF will be deployed in a big PLMN, so maybe it is difficult for NWDAF to centralize all the raw data that are distributed in different Areas. However, it is desired or reasonable for the NWDAF distributed in an Area to share its model or data analytics with others NWDAFs.
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Figure 6.24.1.1-1: Hierarchical NWDAF deployment in a PLMN
Federated Learning (also called Federated Machine Learning) could be a possible solution to handle the issues such as data privacy and security, model training efficiency, and so on, in which there is no need for raw data transferring (e.g. centralized into single NWDAF) but only need for model sharing.

The main idea of Federated Learning is to build machine-learning models based on data sets that are distributed in different network functions. A Client NWDAF (e.g. deployed in a domain or network function) locally trains the local ML model with its own data and share it to the server NWDAF. With local ML models from different Client NWDAFs, the Server NWDAF could aggregate them into a global or optimal ML model or ML model parameters and send them back to the Client NWDAFs for inference.

This solution tries to involve the idea of Federated Learning into the NWDAF-based architecture, which aims to investigate the following aspects:
-
Registration and discovery of multiple NWDAF instances that support Federated Learning;

-
How to share the ML models or ML model parameters during the Federated Learning training procedure among multiple NWDAF instances.

6.24.1.2
General procedure for Federated Learning among Multiple NWDAF Instances
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Figure 6.24.1.2-1: General procedure for Federated Learning among Multiple NWDAF Instances
1-3.
Client NWDAF registers its NF profile into NRF.

Editor's note:
Which information are required for the NF profile of client NWDAF is FFS.

4-6.
Server NWDAF discovers one or multiple Client NWDAF instances which could be used for Federated Learning via the NRF to get IP addresses of Client NWDAF instances.

7a:
Each client NWDAF communicates licensing conditions for its data and training infrastructure to participate in the federated learning task. These conditions can be based on policies set-up based on how sensitive the data is, how much compute is expected to be needed to perform local training, who will get the use the trained model, how revenues obtained through the use of the model will be shared, etc.

7b:
Server NWDAF selects which NWDAF clients will participate based on its desired license model and.

7c.
Server NWDAF sends analytics request to the Client NWDAFs that participate in the Federated model according to steps 7a and 7b including some parameters (such as data type list, maximum response time window, etc.) to help the local model training for Federated Learning.

Editor's note:
How to realize the interface and parameters between Server NWDAF and Client NWDAF is FFS.

8.
Each Client NWDAF collects its local data by using the current mechanism in clause 6.2, TS 23.288 [5].

9.
During Federated Learning training procedure, each Client NWDAF trains local ML model based on its own data and the parameters received from Server NWDAF, and reports the local ML model information (e.g. volume of the local dataset, parameters of the local ML model) to the Server NWDAF.

10.
The Server NWDAF aggregates all the local ML model information to derive the aggregated model information.

11.
The Server NWDAF sends the aggregated ML model information to each Client NWDAF.

12.
Each Client NWDAF then updates the local ML model based on the aggregated model information distributed by the Server NWDAF.

NOTE:
The steps 9-12 should be repeated until the training termination condition (e.g. maximum number of iterations) is fulfilled.

13.
After the training procedure is finished, the globally optimal ML model or ML model parameters could be distributed to the Client NWDAFs for the inference.

6.24.1.3
Procedure for usage of Federated Learning in Abnormal Behaviour
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Figure 6.24.1.3-1: Procedure for usage of Federated Learning in Abnormal Behaviour
1.
A Server NWDAF determines to train an Abnormal Classifier using the input data defined in Table 6.7.5.2-1, TS 23.288 [5]). The Server NWDAF discovers two Client NWDAFs i.e. Client NWDAF 1 in Area A, Client NWDAF 2 in Area B that are participate in the license model as defined in steps 7 in figure 6.24.1.2-1.

2.
Client NWDAF 1 and Client NWDAF 2 collect raw data from SMF and AMF, respectively. The data collection procedures from AMF and SMF are defined in step 2-3, clause 6.7.5.4, TS 23.288 [5].

3-4.
Client NWDAF 1 and Client NWDAF 2 collect Exception information from AF, respectively. The Exception information is defined in clause 6.7.5.2, TS 23.288 [5].

Repeat from step 5-8 until the training termination condition (e.g. maximum number of iterations) is fulfilled:
5.
During Federated Learning training procedure, based on the local raw data, Client NWDAF 1 and Client NWDAF 2 locally train local Abnormal Classifier, respectively. Or, Client NWDAF 1 and Client NWDAF 2 updates the local Abnormal Classifier based on the aggregated Abnormal Classifier information distributed by the Server NWDAF in step 7.

6.
Client NWDAF 1 and Client NWDAF 2 reports the local Abnormal Classifier information (e.g. volume of the local dataset, parameters of the Abnormal Classifier) to the Server NWDAF.

7.
Server NWDAF aggregates all the local Abnormal Classifier information to derive the aggregated Abnormal Classifier information.

8.
Server NWDAF sends the aggregated Abnormal Classifier information to Client NWDAF 1 and Client NWDAF 2.

9.
After the training procedure is finished, the globally optimal Abnormal Classifier or Abnormal Classifier parameters could be distributed to the Client NWDAF 1 and Client NWDAF 2 for the inference.

6.24.2
Impacts on services, entities and interfaces
NWDAF:

-
Registration into NRF;

-
As a server NWDAF,
-
Client NWDAF instances discovery;

-
Initial Federated Learning parameters determination and distribution;

-
Collection of local ML model information from the Client NWDAF instances;

-
ML Model aggregation and distribution to the Client NWDAF.

-
As a Client NWDAF,

-
Local dataset collection;

-
Local model training and reporting to the Server NWDAF;

-
Receive aggregated model information from Server NWDAF and perform local ML model update.

-
Report the licensing conditions.
NRF:

-
Server NWDAF and Client NWDAF registration and discovery.

6.25
Solution #25: Exposing UE mobility analytics for multiple NWDAFs case
6.25.1
Introduction

This solution addresses Key Issue #2: Multiple NWDAF instances.

The UE mobility information is regarded as useful information for e.g. some certain commercial usage for deriving commercial footprint between shopping centres.

The awareness of users who even stayed in some areas may become useful e.g. the AFs inside Area B (Source Area of Interest) may need to enquiry the users who once stayed in Area A (Target Area of Interest) in target period as depicted in the below figure.
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Figure 6.25.1-1: UE mobility analytics provided to NF/AF

To address the above use case, the solution is to enhance the existing mechanism of data collection and analytics generation for the scenario of multiple NWDAFs.

6.25.2
Procedures
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Figure 6.25.2-1: Procedure for UE mobility analytics provided to NF/AF
1a.
To obtain the SUPI list and their related mobility analytics, e.g. user location and time slot, who currently stays in Source Area of Interest and once stayed in Target Area of Interest in target period, the NF sends an Analytics subscription or request (Analytics ID = UE mobility, Analytics Filter information = Source Area of Interest, Target Area of Interest, Analytics Reporting information = Analytics target period) directly to the NWDAF1 serving the Source Area of Interest by Nnwdaf_AnalyticsSubscription_Subscribe or Nnwdaf_AnalyticsInfo_Request.

For these untrusted NFs, the NF sends the subscription or request via a NEF, where the NF invokes NEF service Nnef_AnalyticsExposure_Subscribe.

1b-1c.
Authorization for the AF is performed in the NEF in case the NEF is used. The NEF will then convey the request to the NWDAF1 as defined in the clause 6.1.2.2, TS 23.288 [5].

2a-2e
Upon receiption of the request from the NF directly or via the NEF for untrusted NF, the NWDAF1 may subscribe/request to events from AMF/AF/OAM for UE location information, as the steps 2a-2e described in the clause 6.7.2.4, TS 23.288 [5].The NWDAF figures out the SUPI list who currently stays but once left in Source Area of Interest in target period.

2f-2g.
To obtain UE mobility analytics in Target Area of Interest, the NWDAF1 sends Analytics subscribe/request (Analytics ID = UE mobility, Target of Analytics Reporting = list of SUPIs, Analytics Filter information = Target Area of Interest, Analytics Reporting information = Analytics target period) to the NWDAF2 serving Target Area of Interest. The NWDAF2 provides data analytics to the NWDAF1 including SUPI list and their related mobility analytics, who once stayed in Target Area of Interest in target period.

NOTE:
It is assumed that the NWDAF2 could collect data and keep for a certain period of time, e.g. 2 weeks, which could be configured by the operators.

3.
The NWDAF1 derives requested analytics.

4a-4b.
The NWDAF1 sends the requested UE analytics to the NF. The details for UE analytics provided by the NWDAF are defined in the clause 6.7.2.3, TS 23.288 [5]. Based on the analytics provided by the NWDAF1, the NF derives the mobility related information for these UEs.

For these untrusted NFs, the NWDAF1 provides requested UE analytics to the NF via a NEF.

6.26
Solution #26: Reselection of NWDAF
6.26.1
Description

6.26.1.1
General
This solution is for Key Issue #2: Multiple NWDAF instances.

In scenarios that multiple NWDAF instances are deployed in the same 5G network, there are some cases that the serving NWDAF of a consumer NF may need to be changed during the operation due to, e.g. UE mobility, change in NWDAF profile, new addition or removal of NWDAF instances, etc. Upon change of a serving NWDAF instance, it is required to inform the related consumer NF of the event and possibly to update subscriptions between the NWDAF and the consumer NF. The subscriptions can be renewed between the new NWDAF instance and the consumer NF, while some of the analytics data and stored input data can be retrieved from the previous serving NWDAF instance by the new NWDAF instance, if applicable, to facilitate producing analytics at the new NWDAF. The new NWDAF may provide the previous serving NWDAF with information on data types it wants to retrieve from the previous serving NWDAF.
6.26.1.2
Procedure
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Figure 6.26.1.2-1: Reselection of NWDAF instance
1.
A consumer NF sends a Nnwdaf_AnalyticsSubscription_Subscribe message to the NWDAF #1 which request subscription to the analytics data indicated by Analytics ID, Target of Reporting and Event Reporting Information.

2.
The NWDAF#1 sends Nnf_EventExposure_Subscribe message to request subscription of input data from the source NF.

3.
The source NF responds to the NWDAF with Nnf_EventExposure_Notify to accept the requested subscription.

4.
The NWDAF #1 sends Nnwdaf_AnalyticsSubscription_Notify to the consumer NF to inform that the requested subscription has been accepted.

5.
The NWDAF #1 detects reselection of NWDAF instance is required due to, e.g. UE mobility, change in NWDAF profile (e.g. change of NWDAF service area or selection priority), load rebalancing due to new addition or removal of NWDAF instances, etc.

Editor's note:
How the NWDAF decides the need of NWDAF instance change based on what trigger conditions is FFS.

6.
The NWDAF #1 sends a Nnwdaf_AnalyticsRelocation_Request message to the NWDAF #2 to trigger relocation. The message includes subscription information, consisting of Subscription ID, Analytics ID, Target of Reporting and Event Reporting Information, that the NWDAF#1 stores for analytics subscriptions of consumer NFs

Editor's note:
How the NWDAF finds an appropriate relocation candidate is FFS.

7.
The NWDAF #2 responds to the NWDAF #1 with a Nnwdaf_AnalyticsRelocation_Response message which includes information on the subscription selected by the NWDAF #2.

8.
The NWDAF #1 sends Nnwdaf_AnalyticsSubscription_Notify to the consumer NF to inform the release of the subscriptions for the consumer NF.

Editor's note:
The exact signaling message for the release of the subscription, e.g. Nnwdaf_AnalyticsSubscription_Notify or Nnwdaf_AnalayticsUnsubscribe_Request, is FFS.

9.
The NWDAF #1 sends Nnwdaf_AnalyticsRelocation_Complete to the NWDAF #2 which optionally includes the stored analytics data and/or the collected input data.

10.
The NWDAF #2 sends the source NF a Nnf_EventExposure_Subscribe which requests subscription for data collection from the source NF.

11.
The source NF responds to the NWDAF #2 with a Nnf_EventExposure_Notify.

12.
The NWDAF #2 sends Nnwdaf_AnalyticsSubscription_Notify to request to renew the subscription identified by the subscription IDs received from the NWDAF #1, using analytics subscription information received in step 6.

6.26.2
Impacts on services, entities and interfaces
NWDAF:
-
Need to upgrade to support a subscription transfer procedure

-
Need to upgrade to transfer and receive stored analytics and input data

Consumer NF:
-
Need to upgrade to support subscription renewal with a new NWDAF instance

6.27
Solution #27: UE data as an input for analytics generation

6.27.1
Description

This clause describes a solution to Key Issue #8: UE data as an input for analytics generation. The solution focuses on addressing the question of How the NWDAF collects the Application Layer UE information (the method of collection of data)".

6.27.1.1
Principle of the Solution

The principle of the solution is that an AF for UE Application Layer data collection is introduced. This AF is provided and controlled by the MNO and communicates via a protocol over HTTPS on the user plane with the ASP (Application Service Provider) Application Client in the UE. The AF for UE data collection in turn exposes the Analytics Information from the Application Client in the UE to the NWDAF via the normal Naf_EventExposure mechanism.
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Figure 6.27.1.1-1: Schematic picture of the setup

The figure above schematically shows the setup. The ordinary ASP Application Server serves the ASP Application Client with content etc. but may also provide URL as well as authorization and authentication details (this info may also be pre-provisioned to the Application Client) for the communication with the AF dedicated to UE data collection. The ASP Application Client is designed to establish a use plane communication with the AF for to UE data collection using the url and the authorization/authentication details. This communication channel is established over the user plane using the existing PDU session.

6.27.1.2
UE establishes connection to AF for UE data collection

Each ASP Application Client (in the UE), for Applications that support the method described in this pCR for UE data collection, is configured to establish a connection with the MNO AF for UE data collection over the user plane when in operation. The connection is established over the existing PDU session used by the ASP Application Client.
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Figure 6.27.1.2-1: UE ASP Application Client connects to MNO AF for data collection

1.
The user starts or interacts with the Application Client in the UE.

2.
(Not mandatory) the Application Client contacts the Application Server.

3.
(Not mandatory) the Application Client may receive data (FQDN) needed for the user plane connection to the MNO AF for UE for data collection. This data may also be pre-provisioned to the Application Client.

4.
The Application Client initialises the setup of a user plane connection over the existing PDU session (using https) to the MNO AF for data collection is established.

5.
Connection ready for use.

6.27.1.3
UE Data Collection over user plane
When the AF for UE data collection receives a subscription for data from a NWDAF it communicates with the ASP Application Clients over the user plane connection describe in clause 6.27.1.2 and instructs them to deliver data. The AF for UE data collection then forwards the received data to the NWDAF using Naf_EventExpoure_Notify.

The figure below schematically shows the exchanges made from a NF subscribing to Analytics from a NWDAF to the NWDAF starting to deliver Notifications.
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Figure 6.27.1.3-1: UE ASP Application Client Data provided to NWDAF

1.
An NF subscribes to Analytics from the NWDAF. Note that NWDAF may initiate data collection prior to this subscription.

2.
The NWDAF determines which AF for UE data collection provided by the MNO to use.

3.
The NWDAF subscribes to the AF for UE data collection input data for analytics.

4.
The AF for UE data collection determines which ASP Application Clients are in scope for data collection.

5.
The AF for UE data collection communicates with the ASP Application Clients in scope over the connection setup as described in clause 6.27.1.2 and requests and receives data from them. Note: protocol to be used in these exchanges to be defined by SA WG4.

6.
The AF for UE data collection notifies the NWDAF, containing the (possibly aggregated) data from the ASP Application Clients.

7.
The NWDAF produces Analytics.

8.
The NWDAF provides analytics to the consumer NF.

6.27.1.4
Privacy and Integrity Protection of the Analytic Data
The communication between the ASP Application Client and the AF for UE data collection for the NWDAF will use HTTPS. In addition, integrity protection and ciphering may be applied to the data. Further, as the ASP ultimately decides what data that is shared with the MNO via the AF for UE data collection for the NWDAF the ASP is responsible for ensuring that user privacy is not compromised.

6.27.2
Impacts on services, entities and interfaces
AF for UE data collection:

-
Method(s) to authenticate and authorize Application Clients must be developed in SA3/SA4.

-
Methods and procedures, as well as identifiers to use, to identify, correlate and translate internal and external Application IDs, internal and external UE identifiers, internal and external group IDs, location Areas, and IP addresses must be defined.

NWDAF:

-
Discovery of Application data reporting method (via ASP AF, or the one proposed here) per Application ID must be added.

-
Discovery of which AF for UE data collection to use (given Application ID, Analytics ID, UE IDs, etc.) must be added.

UE / Application Client:

-
Connection and communication procedures towards AF for UE data collection must be added. To be described by SA4.
NOTE:
This may build on the solution adopted in SA4 for 28GMS (TS 26.512 [12], clauses for Dynamic Policies API and Consumption Reporting API).
6.28
Solution #28: UE assisted analysis for usage of network slice
6.28.1
Description

6.28.1.1
General

This solution is proposed to address KI#8.

It is proposed that UE provides data related to usage of URSP to NWDAF. To achieve it, the UE includes the data into a container and use the NAS message to send the container to NWDAF.

Editor's note:
It is FFS if the data can be collected by NWDAF via a user-plane.

The NWDAF collects the data from UE and PCF, to derive the analytics for usage of network slice and usage of URSP rules.

6.28.1.2
Input data

To analyse the usage of URSP rule,

the following data may need to be collected from UE to NWDAF:

-
The Traffic descriptor and RSDs of URSP rules which is being used by UE

-
Whether the updated URSP rules have been enforced

the following data may need to be collected from PCF or AF:

-
The mapping between traffic descriptor and the Application(s);

NOTE:
the Application can be referred by application id

-
The URSP rules distributed to UE

6.28.1.3
Output Analytics
NWDAF can analyse the data collected from UE, and NFs and make the output as below:

Table 6.28.1.3-1: statistics for UE's usage of URSP

	Information
	Description

	Analytics for usage of network slice 

	Whether a network slice (S-NSSAI) for an application is used for UEs 
	Due to some reasons illustrated in URSP evaluation (e.g. the traffic descriptor cannot be identified by UE), a URSP rule with an S-NSSAI may be ignored by UE. This entry analyses if the S-NSSAI is used for UE e.g. to establish PDU session.

	Which percentage of UEs are using a network slice
	Some of UEs may not use the S-NSSAI, due to e.g. the TD cannot be identified, or the network does not accept PDU session est. with the S-NSSAI. This entry analyses how many UEs ever used the S-NSSAI corresponding to an application.

	How long on average that UE uses a network slice
	UE may not always use a URSP rule with the S-NSSAI due to some reason illustrated in URSP evaluation. This entry provides the analytics for how long a UE uses the S-NSSAI corresponding to an application.

	Analytics for usage of URSP rules

	Whether and how long on average UE uses a URSP rule
	Some URSP rules may never be used by UE and some traffic descriptor (e.g. application descriptor) may never be identified by the UEs from a certain UE vendor, the parameter is to illustrate this problem.

	Whether and how long on average UE uses each RSD in a URSP rule
	Due to many scenarios like network situation, roaming agreement, UE level, different UE may be allowed to use different RSDs  even they are installed by the same URSP rule.


The NWDAF can share the analytics output to consumers (e.g. PCF and AF). And based on the output, PCF can adjust a URSP or modify a URSP if the URSP is not used as well as expected. For example, if an URSP rule is never used for a certain UEs, then it might be due to the Traffic Descriptor is misconfigured and MNO, OTT, UE vendor may collaborate to fix it.

6.28.2
Impacts on services, entities and interfaces
6.28.3
Solution evaluation

6.29
Solution #29: Support UE data as an input for Control Plane load balancing analytics
6.29.1
Description

This solution is proposed for Key Issue 8: UE data as an input for analytics generation.

UEs are natural data collection points to gather more localised input data to generate analytics. This is enhanced by logging sensor data, including UE orientation, altitude, location, speed and heading as also captured in RAN WG studies in Rel-16 (TR 37.816 [13]).

When it comes to social behaviour and social gatherings like sport matches, concerts, operas festivals etc, several UEs may adopt tightly correlated behaviours that we refer here to as "collective behaviour" without any explicit group designation. As an example, such UEs may adopt similar route, velocity, orientation, mobility pattern or relative proximity as a collective behaviour within a joint event (e.g. to reach a destination spot). As a result, collecting input parameters from UEs that reflect user intent or indicate likely actions that such UEs may take can be useful to generate analytics data within the 5GC at NWDAF.

As an example, based on such input data (indicating a collective user behaviour), NWDAF may generate analytics to identify expected changes in load per tracking area (TA) or AMF region via identifying correlation in collective behaviour of the indicated non-designated group. Accordingly, OAM (or other related consumer NFs) may utilise the load analytics (if applicable) to adjust the weight factor per AMF instance within an AMF set (under Operator policy) based on the above collective behaviour-derived analytics (within a given AMF region or TA as defined by TS 23.502 [3]) to avoid future overloads / congestions.

NOTE:
Whether and how OAM may use NWDAF analytics needs to be determined by SA5.

6.29.2
Input Data

If the application and/ or MDT does not have the requested parameters, AF may ask UE to collect (raw) data and finally signal the processed application related data parameters to NWDAF.
Table 6.29.2-1: UE input data (via AF after anonymization, statistical analysis or normalisation)
	Information
	Source
	Description

	List of UE IDs
	NEF/AF


	List of external UE IDs identified with a collective behaviour within area of interest 

	Collective Attribute, Time-Stamped 
	UE (via AF/MDT)

(NOTE 1, 2)
	TBD

	Application ID
	NEF/AF
	Identifying the application providing this information

	NOTE 1: UE input data collection for a specific UE (via MDT), can be done as captured in 6.2.3.1, TS 23.288 [5]

NOTE 2: UE input data collection from AF for known parameters can be done based on clause 6.2.2.3, TS 23.288 [5].


Editor's note:
The full list of UE input data is FFS to be aligned with the method of data collection from UE as subject of other solutions for this KI (KI#8).
6.29.3
Output Analytics

6.29.4
Procedures
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Figure 6.29.4-1: Procedure to collect UE data for Control Plane load balancing analytics

1.
The Consumer NF sends a request to the NWDAF for NF load analytics. The Analytics ID is set to "NF load information" with analytics filter information based on an area of interest (e.g. to cover specific TAs or AMF regions). The consumer NF may set a time window in future to get predictions on pattern of load changes within that window.

2.
NWDAF follows the UE Input Data Collection Procedure for all SUPIs retrieved (e.g. based on input data in clause 6.29.2) within the area of interest (via setting the analytics filter information to specific TA or AMF region as requested at step 1) and collects the UE input data accordingly.

3.
The NWDAF may optionally retrieve the NF load and NF status information from NRF for corresponding NF instances.

4.
NWDAF processes the collected input data (e.g. to identify UEs with collective behaviour) and (optionally) combines with current NF load analytics (e.g. per AMF instance) retrieved from NRF.

5.
NWDAF provides predicted pattern of load changes (e.g. across TAs or AMF regions) to the Consumer NF.

6-8.
If, at step 1, the Consumer NF has subscribed to receive continuous reporting of NF load analytics, the NWDAF may generate new analytics and provide them to the Consumer NF upon reception of notification of new UE input data.

Editor's note:
The method of UE Input Data Collection in Step 2 or UE Input Data notification in Step 6 is FFS and subject of other Solutions for this KI (KI#8).

6.29.5
Impacts on services, entities and interfaces

Editor's note:
Capture impacts on existing 3GPP nodes and functional elements.

6.30
Solution #30: Dispersion Analytics output provided by NWDAF

6.30.1
Description

This is a solution for Key Issue #9, Dispersion Analytic Output Provided by NWDAF

Dispersion analytics characterizes the interaction of a user, or a group of users, with the network and identifies at what locations (i.e. area of interest, TAs, cell) users dispersed most (if not all) their data volume, sessions transactions (i.e. MM and SM messages), transaction failures, dropped sessions and voice call minutes. Same concept applies to dispersion at a given network slice; at which slice users dispersed most (if not all) their data, session transactions, transaction failures, dropped sessions and voice call minutes.

As part of the characterization, a user or a group of users, are evaluated and classified as either fixed users, campers or travelers. This classification is determined per operator's defined thresholds. For example, if a user disperses most (threshold = 95%) of his/her data volume at a single location, the data-classification of the user is fixed for that location. Likewise, different thresholds are defined for campers and travelers categories.

When the network status indication (NSI) of a location is determined as being congested, as described in TS 23.288 [5] clause 6.8, the PCF can use the dispersion analytics output to determine the fixed users and top campers at the location and take an action to reduce the QoS attributes assigned to these top data-dispersing users, thereby relaxing the demand and reducing congestion at that location.

Based on collected dispersion data, the NWDAF may generate analytics to identify expected changes in transaction signal loading conditions at an area of interest such as TAs and Registration Areas. Accordingly, various loading factors can be assigned to AMF instances to avoid or mitigate predicted overload conditions.

6.30.1.1
Dispersion definitions

Dispersion - The percentage of activity that a user, or group of users, generated at a location during a period of interest. This enables the operator to rank hot locations by the various activities and identify the top contributors (users) for that activity. When heavy users at a particular location are detected, their QoS attributes, or access to an area of interest or a slice can be limited by the PCF, AMF and NSSF.

-
Data dispersion - The percentage of data traffic volume that a user, or a group of users, generated at the location during the period of interest.

-
Transaction dispersion - The percentage of MM and SM messages that a user, or a group of users, generated at the location during the period of interest.

-
Transaction Failure dispersion - The percentage of failed transactions (MM and SM procedures) that a user, or a group of users, experienced at the location during the period of interest.

-
Dropped Sessions - The percentage of dropped sessions that a user, or a group of users, experienced at the location during the period of interest.

-
Voice Call dispersion - The percentage of voice call minutes a user, or a group of users, used at the location during the period of interest.

Dispersion Classification - Assignment of one of three mobility classes (i.e. fixed, camper, traveller) per dispersion characteristic:

-
Data-Classifications - fixed, camper, traveller data-classification per thresholds assigned by the operator. Example: when a user disperses most (threshold = 95%) of his/her data at a single location, the data-classification of the user at that location is fixed.

-
Transaction-Classifications - fixed, camper, traveller transactions-classifications per thresholds assigned by the operator. Example: when a user disperses (threshold=) 40% of his/her session transactions at a single location, the transaction-classification of the user is camper at that location.

-
Transaction-Failure-Classifications: fixed, camper, traveller transaction-failure-classification per thresholds assigned by the operator. Example: when a user disperses no more than (threshold) =10% of his/her transaction-failures at any single location, the transaction-failure-classification of the user is traveler at any location.

-
Dropped-Call-Classifications - fixed, camper, traveller dropped-calls-classification per thresholds assigned by the operator. Example: when a user disperses (threshold=) 40% of his/her dropped calls at a single location, the dropped-call-classification of the user is camper for that location.

-
Voice-Call-Classifications - fixed, camper, traveller voice-call-classification per thresholds assigned by the operator. Example: when a user disperses no more than (threshold=) 10% of his/her voice talk time (in minutes) at any single location, the voice-call-classification of the user is traveler for any location.

6.30.1.2
General

A NWDAF supporting dispersion analytics statistics or predictions shall be able to collect a UE dispersion related information from NFs and to perform analytics to provide dispersion statistics or predictions. Through dispersion analytics, the NWDAF can determine that a data hot spot is formed when the amount of data dispersed by most of the users at the area of interest exceeds a certain data volume threshold established through statistical trending or operator policy. Likewise, the NWDAF can determine that transaction hot spot is formed when the amount of transactions dispersed by heavy users at the area of interest exceeds a certain threshold established through statistical trending or operator policy. Rouge devices generating excessive signalling in an area of interest can be identified by the NWDAF when a signalling storm is detected.

The service consumer may be a NF (e.g. AMF, PCF).

The consumer of dispersion analytics may indicate in its request:

-
Analytics ID set to "UE Dispersion Analytics" and the dispersion analytic type (i.e. DA Type)

-
The Target of analytics reporting which is a single UE, any UE, or a group of UEs.

-
Analytics Filter Information optional list of TA(s), Area(s) of Interest, Cells, or S-NSSAI.

-
An Analytics target period indicating the time period over which the statistics or predictions are requested.

-
In a subscription, the Notification Correlation Id and the Notification Target Address.

6.30.1.3
Input Data

The NWDAF supporting dispersion analytics shall be able to collect UE dispersion information from NF(s) and AFs. The detailed information collected by the NWDAF could be network data from 5GC including NFs and AFs:
-
Network data related to UE dispersion from 5GC as defined in the Tables 6.30.1.3-1 and 6.30.1.3-2;

Table 6.30.1.3-1: UE dispersion information bound by location collected from NF(s)

	Information
	Source
	Description

	UE ID
	AMF
	SUPI

	Type Allocation Code
	AMF
	Terminal model and vendor information of the UE.

	UE locations (1..max)
	AMF
	UE positions

	   >UE location
	
	Area of Interest (TA or cells that the UE enters)

	   >Timestamp 
	
	A time stamp when the AMF detects the UE enters this location

	   >Data Volume
	SMF
	Amount of data volume exchanged at the location

	   >Transactions count
	SMF, AMF
	Amount of transactions exchanged at the location.

	   >Failed transaction count
	SMF, AMF
	Amount of failed transactions at the location

	   >Voice call duration
	AF
	Voice talk time

	   >Dropped sessions
	SMF
	Amount of dropped (e.g. timed out) PDU sessions


-
Slice data related to UE dispersion from NF(s) as defined in the Table 6.30.1.3-2;
Table 6.30.1.3-2: UE dispersion information bound by slice collected from 5GC
	Information
	Source
	Description

	UE ID
	AMF
	SUPI

	Type Allocation Code
	AMF
	Terminal model and vendor information of the UE

	Slice (1..max)
	AMF
	UE assigned slice

	   >S-NSSAI
	
	Slice (up to 8 per UE at any given instance)

	   >Timestamp 
	
	A time stamp when slice was assigned

	   >Data Volume
	SMF
	Amount of data volume exchanged at the slice

	   >Transactions count
	SMF, AMF
	Amount of transactions exchanged at the slice.

	   >Failed transaction count
	SMF, AMF
	Amount of failed transactions at the slice

	   >Voice call duration
	AF
	Voice talk time at the slice

	   >Dropped sessions
	SMF
	Amount of dropped (e.g. timed out) sessions at the slice


Data collection may be provided on samples (e.g. fixed/camper UEs, spatial subsets of UEs or UE group, temporal subsets of UE location information). For signalling load reduction, collection may focus on fixed and campers.

6.30.1.4
Output Analytics
The NWDAF supporting dispersion analytics shall be able to provide UE dispersion analytics to consumer NFs or AFs. The dispersion analytics and prediction can be for data, transactions, failed transactions, sessions drop and voice calls.

The list of monitored transactions (MM and SM messages) and failed transactions is a subset of the messages listed in TS 24.501 [14] clauses 8.2 and 8.3. The exact list of these subset messages will be provided in a future contribution.

6.30.1.4.1
Data Dispersion Analysis

The data dispersion analytics results provided by the NWDAF could be UE dispersion statistics and or UE dispersion predictions for a location or a slice. The exact format of the provided results, which include dispersed data volume, UE classification and percentile ranking per location within a time slot, will be specified in a future contribution.

NOTE:
When target of analytics reporting is an individual UE, the NWDAF will provide the dispersion analytics result (i.e. list of (predicted) time slots) to the NF service consumer(s) for the UE.

6.30.1.4.2
Transactions Dispersion Analysis

The transaction (MM and MS messages) dispersion analytics results provided by the NWDAF could be UE dispersion statistics or UE dispersion predications for a location or a slice. The exact format of the provided results, which include dispersed transactions count, UE classification and percentile ranking per location within a time slot, will be specified in a future contribution.
NOTE:
When target of analytics reporting is an individual UE, the NWDAF will provide the dispersion analytics result (i.e. list of (predicted) time slots) to the NF service consumer(s) for the UE.

6.30.1.4.3
Transactions Failure Dispersion Analysis

The transactions failures (MM and MS failed procedures) dispersion analytics results provided by the NWDAF could be UE dispersion statistics or UE dispersion predication for a location or a slice. The exact format of the provided results, which include dispersion of failed transactions count, UE classification and percentile ranking per location within a time slot, will be specified in a future contribution.

NOTE:
When target of analytics reporting is an individual UE, the NWDAF will provide the dispersion analytics result (i.e. list of (predicted) time slots) to NF service consumer(s) for the UE.

6.30.1.4.4
Dropped Sessions Dispersion Analysis

Dropped sessions, or sessions time outs, are non-graceful PDU sessions termination.

The dropped sessions dispersion analytics results provided by the NWDAF could be UE dispersion statistics or UE dispersion predictions for a location or a slice. The exact format of the provided results, which include dispersion of dropped sessions count, UE classification and percentile ranking per location within a time slot, will be specified in a future contribution.

NOTE:
When target of analytics reporting is an individual UE, the NWDAF will provide the dispersion analytics result (i.e. list of (predicted) time slots) to NF service consumer(s) for the UE.

6.30.1.4.5
Voice Calls Dispersion Analysis

The voice call dispersion analytics results provided by the NWDAF could be UE voice calls minutes dispersion statistics or UE voice calls minutes dispersion predictions for a location or a slice. The exact format of the provided results, which include dispersion of voice call minutes, UE classification and percentile ranking per location within a time slot, will be specified in a future contribution.

NOTE:
When target of analytics reporting is an individual UE, the NWDAF will provide the dispersion analytics result (i.e. list of (predicted) time slots) to NF service consumer(s) for the UE.

6.30.2
Procedures

The NWDAF can provide UE dispersion analytics, in the form of statistics or predictions or both, to another NF. If the NF is an AF, and when the AF is untrusted, the AF will request analytics via the NEF, and the NEF will then convey the request to the NWDAF.
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Figure 6.30.2-1: UE Dispersion Analytics provided to an NF

1.
The NF sends a request to the NWDAF for dispersion analytics on a specific UE, any UE, or a group of UEs, using either the Nnwdaf_AnalyticsInfo or Nnwdaf_AnalyticsSubscription service. The NF can request statistics or predictions or both. The type of analytics is set to UE Dispersion Analytics, the dispersion analytic (DA) type combination (i.e. data volume, transactions, transactions failure, dropped calls, voice minutes) and analytic filter information = (Area of Interest, slice, target period). The NF provides the UE id or Internal Group ID in the Target of Analytics Reporting.

2.
If the request is authorized, and in order to provide the requested analytics, the NWDAF may subscribe to events with all the serving AMFs, SMFs of the requested UE(s) for notification of location changes or a slice change (a slice change can be an additional slice or a deletion). This step may be skipped when e.g. the NWDAF already has the requested analytics available.


The NWDAF subscribes to voice service data from AF(s) by invoking Naf_EventExposure_Subscribe service or Nnef_EventExposure_Subscribe (if via NEF).

NOTE:
The NWDAF determines the AMF serving the UE, any UE, or the group of UEs as described in TS 23.288 [5] clause 6.2.2.1.
3.
The NWDAF derives requested analytics.

4.
The NWDAF provides requested UE dispersion analytics to the NF, using either the Nnwdaf_AnalyticsInfo_Request Response or Nnwdaf_AnalyticsSubscription_Notify, depending on the service used in step 1. The details for UE dispersion analytics provided by NWDAF are described in clause 6.30.1.4. The provided analytics enables the consumer to predict changing network conditions such as data volume change at a location or a slice, signalling storm conditions at a location or a slice, etc.

5-6.
If at step 1, the NF has subscribed to receive notifications for UE dispersion analytics, after receiving event notification from the AMFs (e.g. location change) or SMFs (e.g. slice change add/delete) subscribed by NWDAF in step 2, the NWDAF may generate new dispersion analytics

7.
The NWDAF provides the newly generated dispersion analytics to the NF. The details for UE dispersion analytics provided by NWDAF are described in clause 6.30.1.4.

6.30.3
Assistance to slice load distribution procedure

In this procedure the NSSF subscribes to receive slice load analytics based on data rate quota and/or amount of data volume dispersed at the slice per a given period either as statistical information and/or predication. With a data volume loading information, the NSSF can decide when to stop admitting heavy users into a particular slice. The NSSF may decide to allow just travellers additions to a loaded slice and redirect fixed and camper data users to a different slice.

NOTE:
If the NSSF is not deployed, another 5GC NF (e.g. AMF and/or SMF) may subscribe to the slice dispersion data analytics information to assist with load mitigation policy.

Editor's note:
Exact procedure details to provide dispersion analytics based assistance to slice load distribution is FFS.

6.30.4
User Data Congestion Mitigation

In this procedure upon notification of user plan data congestion in an area of interest, either by OEM or other NFs (see TS 23.288 [5] clause 6.8), the PCF requests the NWDAF to report the data dispersion analytics of heavy user located at the congested area of interest. This information is derived from the amount of data volume dispersed at that location by the heavy users either as statistical information and/or predication. With this data volume dispersion analytics and users rankings at the location, the PCF can decide which heavy users (fixed and campers) should have a policy update leading to a reduction of their data consumption and the data volume demand at the location.
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Figure 6.30.4-1: Procedure for User Data Congestion Mitigation

1-5.
User data congestion at an area of interest is reported to the PCF per steps 1 through 5 in TS 23.288 [5] procedure 6.8.4.

6.
The PCF is requesting a data volume dispersion analysis from the NWDAF

7.
Per statistical information and/or prediction, the NWDAF derives and rank the fixed and camping data volume users at the requested area of interest.

8.
The NWDAF reports the estimated top data volume users and their data usage ranking at the area of interest

9.
Based on the NWDAF provided data of the top data volume users, the PCF decides to apply a policy change to certain UEs

10.
The PCF performs SM policy associated modification as described in TS 23.502 [3] clause 4.16.5.2.

6.30.5
Impacts on services, entities and interfaces
PCF impact:

1)
Subscribe for UE dispersion analytics/prediction from the NWDAF.

NSSF impact:

2)
Subscribe for UE dispersion analytics/prediction from the NWDAF.

SMF impact:

3)
Subscribe for UE dispersion analytics/prediction from the NWDAF.

4)
Provide data volume information for a UE at a given slice and at a specified time period.

5)
Provide SM transactions information for a UE at a given slice and specified time period.

6)
Provide SM transaction failure information for a UE at a given slice and specified time slot.

7)
Provide dropped sessions information for a UE at a given slice and specified time slot.

AMF impact:

8)
Subscribe for UE dispersion analytics/prediction from the NWDAF.

9)
Provide MM transactions information for a UE at a given slice and specified time period.

10)
Provide MM transaction failure information for a UE at a given slice and specified time slot.

AF impact:

11)
Provide aggregated voice calls minutes at a specified slice and time slot.

NWDAF impact:

12)
Support Type of analytics = UE dispersion analytics and provide UE dispersion analytics information, statistics and prediction.

13)
Collect UE dispersion information from AMF, SMF, AF.

NOTE 1:
UE volume information is available at the SMF through its interaction with the CHF as described in TS 32.255 [15] clauses 5.1.2 and 5.1.3.

NOTE 2:
UE Voice call minutes are available at voice AFs.

6.31
Solution #31: NWDAF Assisted UP Optimization for edge computing

6.31.1
Description

This solution is proposed to address Key Issue #10: NWDAF assisted UP optimization and KI #16: UP optimization for edge computing.
This solution specifies for how NWDAF can provide service experience analytics per UP path including UPF and DNAI to the SMF to assist UP optimization for edge computing.
6.31.2
Input Data

The service data collected from the AF/NEF, the network data from other 5GC NFs and the network data from OAM for service experience analytics are defined in Table 6.31.2-1, Table 6.31.2-2 and Table 6.31.2-3, respectively.

Table 6.31.2-1: Service Data from AF related to the Service Experience analytics as defined in Table 6.4.2-1, clause 6.4.2, TS 23.288 [5]
	Information
	Source
	Description

	Application ID
	AF
	To identify the service and support analytics per type of service (the desired level of service)

	Locations of Application
	AF/NEF
	Locations of application represented by a list of DNAI(s). The NEF may map the AF-Service-Identifier information to a list of DNAI(s) when the DNAI(s) being used by the application are statically defined.

	Service Experience
	AF
	Refers to the QoE as established in the SLA and during on boarding. It can be either e.g. MOS or video MOS as specified in ITU-T P.1203.3 [16] or a customized MOS

	Timestamp
	AF
	A time stamp associated to the observed level of Service Experience provided by the AF, mandatory if the observed Service Experience is provided by the ASP.


Table 6.31.2-2: QoS flow level Network Data from 5GC NF as defined in Table 6.4.2-2, clause 6.4.2, TS 23.288 [5]
	Information
	Source
	Description

	Timestamp
	5GC NF
	A time stamp associated with the collected information.

	Location Info
	AMF
	The UE location information when the service is delivered.

	DNN
	SMF
	DNN for the PDU Session which contains the QoS flow

	S-NSSAI
	SMF
	S-NSSAI for the PDU Session which contains the QoS flow

	Application ID
	PCF/SMF
	Used by NWDAF to identify the application service provider and application for the QoS flow

	UPF info
	SMF
	UPF ID/address/FQDN information for the UPF serving the UE

	IP filter information
	SMF
	Provided by the SMF, which is used by NWDAF to identify the service data flow for policy control and/or differentiated charging for the QoS flow

	QFI
	SMF
	QoS Flow Identifier

	QoS flow Bit Rate
	UPF
	The observed bit rate for UL direction; and

The observed bit rate for DL direction

	QoS flow Packet Delay
	UPF
	The observed Packet delay for UL direction; and

The observed Packet delay for the DL direction

	Packet transmission
	UPF
	The observed number of packet transmission

	Packet retransmission
	UPF
	The observed number of packet retransmission


NOTE:
The text highlighted in yellow
 is a new input from SMF, comparing to the ones for the Service Experience analytics defined in clause 6.4.2, TS 23.288 [5].

Table 6.31.2-3: UE level Network Data from OAM as defined in Table 6.4.2-3, clause 6.4.2, TS 23.288 [5]
	Information
	Source
	Description

	Reference Signal Received Power
	OAM
	The per UE measurement of the received power level in a network cell, including SS-RSRP, CSI-RSRP as specified in clause 5.5 of TS 38.331 [7] and E-UTRA RSRP as specified in clause 5.5.5 of TS 36.331 [8]

	Reference Signal Received Quality
	OAM
	The per UE measurement of the received quality in a network cell, including SS-RSRQ, CSI-RSRQ as specified in clause 5.5 of TS 38.331 [7] and E-UTRA RSRQ as specified in clause 5.5.5 of TS 36.331 [8]

	Signal-to-noise and interference ratio
	OAM
	The per UE measurement of the received signal to noise and interference ratio in a network cell, including SS-SINR, CSI-SINR, E-UTRA RS-SINR, as specified in clause 5.1 of TS 38.215 [9]


6.31.3
Output Analytics

The NWDAF services as defined in the clause 7.2 and 7.3, TS 23.288 [5], are used to expose the analytics.

-
Service Experience per UP path statistics information is defined in Table 6.31.3-1.

-
Service Experience per UP path predictions information is defined in Table 6.31.3-2.

Table 6.31.3-1: Service Experience per UP path statistics

	Information
	Description

	ServiceExperience per UP path (1..n)
	List of observed service experience information for each Application per UP path (including UPF and DNAI).

	> Application ID
	Identification of the application.

	> Service Experience Type
	Type of Service Experience analytics, e.g. on voice, video, other.

	 >>UE location 
	Indicating the UE location information (e.g. cell ID, gNB ID, etc) when the UE service is delivered.

	 >>UPF Info
	Indicating UPF serving the UE 

	 >>DNAI
	Indicating which DNAI the UE service uses/camps on 

	>> Service Experience
	Service Experience over the Analytics target period (average, variance), e.g. service MOS.

	> Spatial validity
	Area where the estimated Service Experience applies.

If Area of Interest information was provided in the request or subscription, spatial validity may be a subset of the requested Area of Interest.

	> Validity period
	Validity period as defined in clause 6.1.3, TS 23.288 [5].


NOTE 1:
The text highlighted in yellow
 is new output information for the Service Experience statistics as defined in clause 6.4.3, TS 23.288 [5].
Table 6.31.3-2: Service Experience per UP path predictions

	Information
	Description

	ServiceExperience per UP path (1..n)
	List of observed service experience information for each Application per UP path (including UPF and DNAI).

	> Application ID
	Identification of the application.

	> Service Experience Type
	Type of Service Experience analytics, e.g. on voice, video, other.

	 >>UE location 
	Indicating the UE location information (e.g. cell ID, gNB ID, etc)when the UE service is delivered.

	 >>UPF Info
	Indicating which UPF the UE service uses/camps on

	 >>DNAI
	Indicating which DNAI the UE service uses/camps on 

	>> Service Experience
	Service Experience over the Analytics target period (average, variance), e.g. service MOS.

	> Spatial validity
	Area where the estimated Service Experience applies.

If Area of Interest information was provided in the request or subscription, spatial validity may be a subset of the requested Area of Interest.

	> Validity period
	Validity period as defined in clause 6.1.3, TS 23.288 [5].

	> Probability assertion
	Confidence of this prediction.


NOTE 2:
The text highlighted in yellow
 is new out information for the Service Experience predictions as defined in clause 6.4.3, TS 23.288 [5].
6.31.4
Procedures
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Figure 6.31.4-1: Procedure for subscription to network performance analytics

1.
The SMF sends Nnwdaf_AnalyticsSubscription_Subscribe or Nnwdaf_AnalyticsInfo_Request (Analytics ID=Service Experience per UP path (UPF and DNAI), Target of Analytics Reporting=any UE, Analytics Filter=Application ID, Area of Interest, and Analytics target Period(s)) to the NWDAF.

2.
The NWDAF provides the data analytics, i.e. the observed Service Experience per UP path (UPF and DNAI) to the consumer SMF by means of either Nnwdaf_AnalyticsInfo_Request response or Nnwdaf_AnalyticsSubscription_Notify.

3.
An AF may send a request to influence SMF routing decisions for traffic of PDU Session as defined in clause 5.6.7, TS 23.501 [2] and clause 4.3.6.4, TS 23.502 [3].

4.
The PCF updates the SMF with corresponding new PCC rule(s) with PCF initiated SM Policy Association Modification procedure as described in clause 4.16.5.2, TS 23.502 [3].

5.
During the procedure that AF influence on traffic routing as defined in 4.3.6.4, TS 23.502 [3], besides the PCC rules from the PCF, if the SMF determines that there are more than one DNAI available for the same application the SMF can also take the Service Experience analytics per UP path from the NWDAF into account to:

-
(re)select UP paths, including UPF and DNAI e.g. as described in clause 4.3.5, TS 23.502 [3];

-
(re)configure traffic steering, updating the UPF regarding the target DNAI with new traffic steering rules.

Editor's note:
It is FFS how the SMF determines the Application Server performance corresponding to the DNAI selected.

6.31.5
Impacts on services, entities and interfaces

Editor's note:
This clause lists impacts to services and interfaces.

6.32
Solution #32: Enhancing Existing Mechanisms to Reduce Load and Complexity to Determine Entities serving in Area of Interest

This solution focus on KI#11 on reducing the load of data collection and the complexity at NWDAF in determining entities serving an area of interesting.

6.32.1
High-level Description

This solution is targeting of reduce the load of data collection at NWDAF when analytics ID are requested with the target of analytics set to ''any UE''. In this case, NWDAF uses the analytics filter information to determine the entities from which specific data has be retrieved. When the analytics filter information does not include the area of interest, NWDAF uses its NWDAF serving area information (i.e. list of TAIs or Cells) to restrict the entities that it needs to contact for collecting data and generating the analytics ID.

6.32.2
Procedure for Determining SMFs/AMFs in AoI per TA granularity

The procedure in Figure 6.32.2-1 illustrate the enhanced mechanisms based on existing signalling for NWDAF to determine the AMFs and SMFs in an area of interest per TA granularity.
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Figure 6.32.2-1: Procedure for NWDAF Determining SMFs/AMFs in AoI per TA granularity

0.
AMF and SMF register their NF Profile at NRF which includes the list of TAIs that such NFs can serve as defined in TS 29.510 [11] Clauses 6.1.6.2.11 and 6.1.6.2.12, respectively.

1.
Analytics Consumer subscribes to Nnwdaf_AnalyticsSubscription service operation from NWDAF. In the subscription, the target of analytics is set to "any UE" and the analytics filter information may contain the AoI. If it does not contain, NWDAF uses its own NWDAF serving area information.

2.
NWDAF identifies the need to determine AMFs and SMFs for the AoI associated with the subscription. If NWDAF already has a network map for data collection (as defined in TS 23.288 [5] Clause 6.2.2.4) including such information the next steps are skipped.

3.
(a,b) NWDAF invokes Nnrf_NFDiscovery including in the search request the AMF and SMF NF Type and the list of TAs related to the area of interest. NRF send to NWDAF the AMF and SMF NF Profiles that contain at least one of the TAs indicated in the discovery query request.

4.
In order to keep a consistent network map for data collection for the area of interest associated with the requested analytics ID, NWDAF subscribes to Nnrf_NFManagement StatusSubscribe enhanced to support as input a list of TAs in addition to the current parameters already supported as defined in TS 23.502 [3] Clause 5.2.7.2.5, such as NF Type.

5.
NRF detects changes in NF profiles related to the indicated list of TAs by NWDAF. The possible changes detected by NRF are: changes in TAs of stored NF Profiles, or new NF profiles are included in NRF with the TAs indicated in the subscription to such NRF service operation, or NF profiles are removed.

6
NRF notifies NWDAF with the NF Profiles related to changes in the indicated list of TAs.

7.
NWDAF process the received notifications from NRF and adds the changes in AMFs and SMFs serving in area of interest enclosed in the notification in the network map for data collection. Such updated network map is used to provide analytics outputs.

6.32.3
Procedure for Determining Network Slice Information in AoI

The procedure in Figure 6.32.3-1 illustrate the enhanced mechanisms for NWDAF determining network slice information in an area of interest, i.e. available S-NSSAIs per AMF, per TA and associated cells and access type. NWDAF has to keep such network map in order to properly retrieve data per S-NSSAIs.
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Figure 6.32.3-1: NWDAF determining network slice information related to an area of interest

0.
AMF has the information of its available and restricted S-NSSAIS per TAI as defined in TS 23.502 [3] clause 5.2.16.3.

1.
Analytics Consumer subscribes to Nnwdaf_AnalyticsSubscription service operation from NWDAF. In the subscription, the target of analytics is set to "any UE" and the analytics filter information contain a list of S-NSSAIs, and may contain the AoI. If it does not contain, NWDAF uses its own NWDAF serving area information.

2.
NWDAF determines the AMFs associated with the TAs related to the area of interest associated with the analytics subscription.

NOTE:
The Procedure in clause 6.33.2 shall be used for NWDAF determining the AMFs in an area of interest.

3.
NWDAF subscribe to Namf_EventExposure service offered by AMF to retrieve a new type of event exposed by AMF: Available Network Slice Information in Area of Interest. The target of the event is a list of S-NSSAIs and the event filer is a list of TAs or Cells related to the area of interest of the analytics ID subscription.

4.
(a,b) AMF is capable to control the mapping of TAs with its associated access type, list of cells, and list of available S-NSSAIs.

4.
(c) When AMF detects changes related to list of available, or restricted S-NSSAIs, or the access type, or list of cells associated with a TA indicated in the event subscription, AMF uses the Namf_EventExposure_Notify service operation to provide to NWDAF the updated information of the Available Network Slice Information in Area of Interest.

5.
NWDAF process the received notifications from AMF and adds the changes in the association of TAs with related cells, access type, and list of available/restricted S-NSSAIs enclosed in the notification in the network map for data collection. Such updated network map is used to provide analytics outputs.

6.32.4
Procedure for Determining Applications, DNNs, DNAIs in AoI

The procedure in Figure 6.32.4-1 illustrate the enhanced mechanisms for NWDAF to determine the PDU sessions associated with certain Applications, DNNs and DNAIs within an area of interest.
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Figure 6.32.4-1: NWDAF interactions for Determining Applications, DNNs, DNAIs in AoI

1.
Analytics Consumer subscribes to Nnwdaf_AnalyticsSubscription service operation from NWDAF. In the subscription, the target of analytics is set to "any UE" and the analytics filter information contain a list of Application IDs, and/or DNNs, and/or DNAIs, and may contain the AoI. If it does not contain, NWDAF uses its own NWDAF serving area information.

2.
NWDAF determines the AMFs associated with the TAs related to the area of interest associated with the analytics subscription.

NOTE:
The Procedure in clause 6.32.2 shall be used for NWDAF determining the AMFs in an area of interest.

3.
NWDAF subscribe to Nsmf_EventExposure_Subscribe service operation. The subscription includes the required Event ID, the event target is set to "any PDU session", and event filers contain the same parameters of the analytics filter information, i.e. list of Application IDs, and/or DNNS, and/or DNAI, and the area of interest related to the requested analytics ID.

4.
(a,b) When SMF interacts with AMF via Nsmf_PDUSession_Create / Update / CreateSMContext / UpdateSMContext due to session establishment, modification, or release, service request, or handover procedures, AMF includes as input parameter to the SMF services the UE Location.

5.
Based on the UE Location information from AMF, SMF is capable of creating a map of the PDU sessions associated with TAs, access type, and cells. This map is used to compare to the subscribe events from NWDAF. If there are any changes in PDU sessions in the area of interest, for the Application ID, and/or DNN, and/or DNAI subscribed by NWDAF, SMF will be able to detect such change.

6.
SMF notify detected changes to NWDAF via Nmsf_EventExposure_Notify service operation.

7.
NWDAF process the received notifications from AMF and adds the changes in the association of Application IDs, and/or DNNs, and/or DNAIs serving an area of interest enclosed in the notification in the network map for data collection. Such updated network map is used to provide analytics outputs.

Editor's note:
It is FFS to determine Applications, DNNs, DNAIs in an area of interest per Cell granularity.

6.32.5
Impacts on services, entities and interfaces
NRF:

-
Extend input parameters of Nnrf_NFManagement_StatusSubscribe to support area of interest per TA basis.

AMF:

-
Extend events exposed by AMF with new event ID for "Network Slices Information per Area of Interest".

SMF:

-
Change UE Location parameter from optional to required input in SMF services Nsmf_PDUSession_Create / Update / CreateSMContext / UpdateSMContext.

-
Enhance the target of event IDs to support "Any PDU session", and event filters in SMF exposed events to support "area of interest", "Application ID", "DNN" and "DNAI".

NWDAF:

-
Introduce the proposed procedures in NWDAF to keep a consistent network map for data collection considering load in case of analytics requests/subscriptions with analytics target set to "Any UE".

6.33
Solution #33: Signalling and computation load control by sobriety and efficiency mechanisms

6.33.1
Description

6.33.1.1
Introduction

This solution is proposed for Key Issue 11: Increasing efficiency of data collection.
This solution includes several mechanisms for the prevention of high signalling and computation load induced by usage of analytics. Such techniques for the minimization of load and data collection can be categorized into two groups:

1)
Sobriety is a set of mechanisms which allows an NWDAF service consumer to relevantly adapt its requests to the NWDAF in order to optimize the usage of resources. For example, avoid implicitly requesting more analytics than really needed. Sobriety addresses the Nnwdaf interface, but also induces a positive impact on NWDAF computation load and signalling load generated by NWDAF data collection.

2)
Efficiency is the set of mechanisms that allows a service producer to optimize the consumption of resources when fulfilling the demands at a given service level. Efficiency addresses the interfaces used by the NWDAF for data collection and the NWDAF internal logic.

The table below provide a non-restrictive list of possible features in order to reduce signalling load.

Table 6.33.1.1-1: Sobriety and efficiency mechanisms

	Optimisation
	Sobriety
	Efficiency

	Functional optimisation
	Fine grain modularity of requested analytics 
	

	Dimensional optimisation
	Extension of existing Analytics Filters to other events

New Analytics Reporting constraints (time granularity, ordering of results)
	Extension of existing Analytics Filters to other events



	Usage optimisation
	Result aggregation


	


6.33.1.2
Sobriety mechanisms

The sobriety mechanisms concern the Nnwdaf interface. They include the following features.

a)
Fine grain modularity of requested analytics:


This mechanism enables to specify in requests or subscriptions the following features:

-
which subsets of output elements need to be provided for a given analytics (e.g. NF load, resource usage or the analytics "NF load").

NOTE:
This is the same as already specified in TS 23.288 [5] clause 6.6.1 for network performance analytics.

-
which additional computations (e.g. peak value, variance) need to be provided on a given output element. The analytics addressed are those which already provide additional computations (e.g. Service Experience, NF load).


Such options are to be specified on a per-analytics basis.

b)
Extension of Analytics filters:


This mechanism extends the Analytics Filters (e.g. Areas of Interest) to all relevant analytics.

Table 6.33.1.2-1: Additional Analytics Filters

	Existing analytics
	Filters proposed for Rel-17
	Filters already specified in Rel-16

	Slice load level 
	Area of Interest, load level threshold
	None 

	UE Mobility
	GUAMI / AMF Set ID
	Area of Interest

	UE Communication
	SMF/SMF set ID, Area of Interest 
	S-NSSAI, Application Id



The additional filters provide means in order to reduce the scope of data collection (e.g. Area of Interest).

c)
New Analytics Reporting constraints:

These parameters enable the service consumer to provide reporting constraints to the NWDAF which may alleviate both computation and signalling load.

-
Time granularity: indicates the minimum and maximum duration of an entry in a list of results (e.g. durations in Mobility, Communication, Congestion, QoS sustainability).

-
Ordering of result objects: indicates criteria for the ordering of objects (e.g. higher load first, higher duration first). This parameter, used in conjunction with the Maximum number of objects requested by the consumer, may help obtaining the most important objects without retrieving a complete list.

d)
Aggregation of results:


There are use cases (e.g. overload) where aggregated analytics (e.g. average load of a set of NFs) may be sufficient to take the first decisions (e.g. trigger overload control and request finer grain analytics).


This mechanism enables the NWDAF service consumer to indicate whether detailed lists of analytics or aggregated analytics (e.g. average of analytics of a list) are requested:

-
When detailed lists of analytics are requested, all values among a list are requested.

-
When aggregation is chosen, a single analytics value is provided for the whole set.


The consumption of aggregated analytics minimizes the volume of transferred data between NWDAF and NWDAF consumer and spares the computation of the aggregated by the NWDAF consumer.


The general rule for aggregation is: the aggregated value is provided with an identical computation rule as done per subset, but performed instead on the whole set.


The table below provides proposals for each analytics of TS 23.288 [5].

Table 6.33.1.2-2: Analytics aggregation per analytics

	Existing analytics
	Aggregation
	Detailed lists

	Slice load level

(NOTE 1)
	Average load or on the global network (Rel-16) or on an Area of Interest
	Load per each TA (Rel-17)

	NF Load

(NOTE 2)
	Average value for a whole NF set (Rel-17)
	List per each NF in a NF set (Rel-16)

	Network Performance
	A single network performance information entry for the Area of Interest (Rel-17)
	One network performance information entry per Area subset (Rel-16)

	UE Mobility

(NOTE 3)
	UE location provided with granularity per TA (aggregating cells of each TA)
	UE location provided with granularity per Cell

	NOTE 1:
The Slice Load Level is provided globally in Rel-16, regardless of an area. The proposal for Rel-17 is to add the detailed list of load levels per TA.

NOTE 2:
The aggregated value (whole NF set) enables to estimate the global load for coarse grain monitor. In Table 6.5.3-1 of TS 23.288 [5], the values "NF load", "NF status" etc. would be changed into "NF set load", "NF set status" etc. in the case of aggregated value per NF Set.

NOTE 3:
The UE location is provided as "TA or cells which the UE stays" in Rel-16 but without control by the NWDAF consumer. The required level of granularity depends on the use case (hand-over, paging, application related-use case). The proposal is to be able to specify in the requests of subscription if the UE location is required per TA or per cell.


6.33.1.3
Efficiency mechanisms

The efficiency mechanisms address the interfaces used by NWDAF for (data collection) and includes the following feature.

a)
Extension of existing Analytics Filters to other events:

-
This mechanism consists in collecting only the data according to the Analytics Filters.

-
Additional filters could be added in the NF Event Exposure.

Table 6.33.1.3-1: additional Analytics Filters in NFs Event Exposure

	NF
	Filters proposed for Rel-17
	Filters present in Rel-16

	AMF
	
	NSSAI, Area of interest

	SMF
	NSSAI, DNN
	DNAI change type, Traffic Descriptor


6.33.2
Impacts on services, entities and interfaces

Editor's note:
This clause lists impacts to existing entities and interfaces. In the 5GC Control Plane, the impacts shall be described in the form of additional NF Services and modifications to existing NF Services.

Additional parameters to be specified on Nnwdaf and Nsmf services.

6.34
Solution #34: Simplify the redundancy in event report notification for NWDAF data collection
6.34.1
General Description

This solution is to address KI#11.

This solution is based on the event reporting subscribing and notifying. One or multiple NWDAF instances act as the consumers of event exposure service to perform data collection.

Editor's note:
It is FFS that whether a NF of the type other than NWDAF may act as the consumer of this solution.
1.
Identify the redundancy:


When the producer of the event reporting subscribing service receives a new event reporting subscription request, it performs a redundancy relationship checks in order to find all valid event reporting subscriptions that subscribe the same event report as the current subscription request does. This check can be made, for example, by looking for subscription whose Event ID, Event Filter Information, and if necessary, the Event Report Information are all identical to the ones of the current subscription request.


Based on the result of the check, i.e. all of the event report subscriptions that subscribe for the identical event report information to the current subscription, the producer of the event reporting subscribing service checks the data accessibility between the consumer of these subscriptions and the consumer of the current subscription request. This check can be made based on the data accessibility information provided in the current subscription request, which, for example, identifies the NWDAF instances that are collocated with the NWDAF instance consumer of current subscription request, and these NWDAF instances collocated has data accessibility among them.

NOTE 1:
The data accessibility is preconfigured in the consumer NF.


For every existed event report subscriptions that subscribe for the identical event report information to the current subscription, if there is data accessibility between the consumer of existed event report subscription and the consumer of the current subscription request, the producer of this event reporting subscribing service may identify the redundancy relationship between the existed event report subscription and the current event reporting subscription request. And if the producer of the event reporting subscribing service accepts the current subscription request, it records this redundancy relationship.

NOTE 2:
The producer of the event reporting subscribing service records the existed event reporting subscription as the original subscription and records the current subscription as the redundant subscription in this redundancy relationship.

NOTE 3:
For one redundancy relationship, there can be more than one original subscription, but only one redundant subscription.


The producer of the event reporting subscribing service may also inform the consumer of the current subscription request about the redundancy relationship. The redundancy relationship may include the consumer NF ID and the Subscription Correlation ID of the original subscriptions. This redundancy relationship is sent within event exposure subscribe response.

2.
Simplify the event report notification based on the redundancy:


When the producer of the event reporting subscribing service has decided to send the event exposure notify to a specific consumer who has subscribed the corresponding event reporting, depending on the redundancy relationship that the producer has recorded:

-
If the record indicating this subscription is a redundant subscription, the producer will simplify the notification by omitting a part of the information. For example, the optional Event specific parameter list will be omitted in notification. Then the producer will send the notification by event exposure notify to the consumer.

-
if the record indicating this subscription is an original subscription or if the record does not indicating any redundancy relationship for this subscription, the producer will send notification without simplification in the normal way to the consumer by event exposure notify, including all the necessary information corresponding to the event reporting.


By doing so, less redundant event report information needs to be sent in the notification to the consumers, i.e. the NWDAF instances.

3.
Retrieval of the data at the consumer:


When the consumer NF receives the event reporting notification associated with the redundant subscription, the consumer NF may decide when and how to retrieve the omitted information based on the redundancy relationship and the data accessibility to other NFs.


Taking the NWDAF instance as an example, the data accessibility between multiple NWDAF instances can be pre-configured. And the implementation of data retrieval may be implemented by the coordination between the multiple NWDAF instances.


The coordination between multiple NWDAF instances is FFS in KI#1.

4.
Unsubscribing or subscription update:


If the Subscription Correlation ID is received in the unsubscribe/subscribe request:

-
If the subscription associated with the Subscription Correlation ID is recorded as the original subscription in one or multiple redundancy relationships, when this original subscription is unsubscribed, all these redundancy relationships are removed from the record.

-
If the subscription associated with the Subscription Correlation ID is recorded as the redundant subscription in the redundancy relationship, when this subscription is unsubscribed, the redundancy relationship is removed from the record.

6.34.2
Modification on Namf_EventExposure Service
Taking the Namf_EventExposure Service described in TS 23.502 [3] as an example for this solution, the modifications are highlighted as following.
6.34.2.1
Namf_EventExposure_Subscribe service operation

Service operation name: Namf_EventExposure_Subscribe.
Description: The consumer NF uses this service operation to subscribe to or modify event reporting for one UE, a group of UE(s) or any UE.

Input, Required: NF ID, Target of Event Reporting: UE(s) ID (SUPI or Internal Group Identifier or indication that any UE is targeted), ((set of) Event ID(s) defined in clause 5.2.2.3.1, Notification Target Address (+ Notification Correlation ID))s, Event Reporting Information defined in Table 4.15.1-1.

Input, Optional: (Event Filter (s) associated with each Event ID; Event Filter (s) are defined in clause 5.2.2.3.1, Subscription Correlation ID (in the case of modification of the event subscription), Expiry time, Accessible NF IDs.

NOTE:
Accessible NF IDs is used for the AMF to check the redundancy relationship between this subscription and the existed subscription that subscribing the identical event report.

Output, Required: When the subscription is accepted: Subscription Correlation ID (required for management of this subscription), Expiry time (required if the subscription can be expired based on the operator's policy).
Output, Optional: First corresponding event report is included, if available (see clause 4.15.1), redundancy relationship.

The NF consumer subscribes to the event notification by invoking Namf_EventExposure to the AMF. The AMF allocates an Subscription Correlation ID for the subscription and responds to the consumer NF with the Subscription Correlation ID. UE ID identifies the UE, SUPI and/or GPSI. Event ID (see clause 4.15.1) identifies the events that the NF consumer is interested in. The Subscription Correlation ID is unique within the AMF Set.
The ((set of) Event ID(s), Notification Target Address (+ Notification Correlation ID)) helps the Event Receiving NF to co-relate a notification against a corresponding event subscription for the indicated Event ID.

In the case that the NF consumer subscribes to the AMF on behalf of other NF, the NF consumer include the Notification Target Address(+Notification Correlation ID) of other NF for the Event ID which is to be notified to other NF directly, and the Notification Target Address(+Notification Correlation ID) of itself for the Subscription Correlation ID change event. Each Notification Target Address(+ Notification Correlation ID) is associated with the related (set of) Event ID(s).When the Subscription Correlation ID change due to the AMF reallocation, the notification is sent to NF consumer which triggers this subscription.

Event filter may include "AN type(s)" as part of the list of parameter values to match, and it indicates to subscribe the event per Access Type.

Event receiving NF ID identifies the NF that shall receive the event reporting.

If the Accessible NF IDs is included in the input, the AMF performs a redundancy relationship check in order to find every valid historical event reporting subscription that subscribes the same event report as the current subscription does. This check can be made, for example, by looking for subscription whose Event ID, Event Filter Information, and if necessary, the identical Event Report Information are all identical to the ones of the current subscription.

Based on the result of the check, the AMF may get a list of historical event report subscriptions that subscribes the same event report as the current subscription does. For each of these historical subscriptions, the AMF check whether the Event receiving NF ID is matched with the Accessible NF IDs provided by the input of the current subscription request. If there is one or multiple matches, a redundancy relationship is recorded by the AMF. And within this record, the historical subscription is indicated as original subscription and the current subscription is indicated as redundant subscription.

NOTE:
for one redundancy relationship, there can be more than one original subscriptions, but only one redundant subscription.

When the consumer NF needs to modify an existing subscription previously created by itself in the AMF, it invokes Namf_EventExposure_Subscribe service operation which contains the Subscription Correlation ID and the new Event Filters with Event ID to the AMF.

AMF will update the redundancy relationship record with the Subscription Correlation ID first:

-
if the subscription associated with the Subscription Correlation ID is recorded as the only original subscription or one of multiple original subscriptions in one or multiple redundancy relationships, when this original subscription is unsubscribed, all these redundancy relationships are removed.

-
if the subscription associated with the Subscription Correlation ID is recorded as the redundant subscription in one redundancy relationship, when this subscription is unsubscribed, the redundancy relationship is removed.

If the accessible NF IDs is also provided in this Namf_EventExposure_Subscribe, the AMF check the redundancy relationship according to the Accessible NF IDs as above.

6.34.2.2
Namf_EventExposure_UnSubscribe service operation

Service operation name: Namf_EventExposure_UnSubscribe.
Description: The NF consumer uses this service operation to unsubscribe for a specific event for one UE, group of UE(s), any UE.

Input, Required: Subscription Correlation ID.

Input, Optional: None.
Output, Required: Operation execution result indication.
Output, Optional: None.
The NF consumer unsubscribes the event notification by invoking Namf_EventExposure_Unsubscribe (Subscription Correlation ID) to the AMF.

AMF checks redundancy relationship record with the Subscription Correlation ID:

-
or one of multiple original subscriptions in one or multiple redundancy relationships, when this original subscription is unsubscribed, all these redundancy relationships are removed.

-
if the subscription associated with the Subscription Correlation ID is recorded as the redundant subscription in one redundancy relationship, when this subscription is unsubscribed, the redundancy relationship is removed.

6.34.2.3
Namf_EventExposure_Notify service operation

Service operation name: Namf_EventExposure_Notify.

Service operation description: Provides the previously subscribed event information to the NF Consumer which has subscribed to that event before.
Input, Required: AMF ID (GUAMI), Notification Correlation Information, Event ID, corresponding UE(s) (SUPI(s) and if available GPSI(s)), time stamp.

Input, Optional: Event specific parameter list.
Output, Required: None.
Output, Optional: None.
When the AMF detects a UE access and mobility event corresponding to a Subscription, it invokes Namf_EventExposure_Notify service operation to the NF consumer(s) which has subscribed to the UE mobility event before. The event is notified towards the consumers for which the Event filters (which may include "AN type(s)") match. The Notification Target Address (+ Notification Correlation ID) indicates to the Event Receiving NF the specific event notification subscription. The event specific parameter indicates the type of mobility event and related information, e.g. Registration Area Update/new Registration Area.

The optional event specific parameter list provides the values that matched for generating the event notification. The parameter values to match are specified during the event subscription (see clause 5.2.2.3.2). For example if the event type reported is "AN change", the event specific parameter list contains the value of the new AN.

According to the redundancy relationship record, if the subscription is a redundant subscription, the optional event specific parameter list is omitted.
6.34.3
Impacts on services, entities and interfaces
Impact on services:

-
The Namf_EventExposure services needs modification to support the redundancy relationship check and notification simplifying.

-
The modification of the event exposure services of other NFs are FFS

Impact on NWDAF:
-
The data accessibility to other NWDAF instances needs to be pre-configured.

-
The coordination between multiple NWDAF instances is needed.
6.35
Solution #35: Using a dedicated NF for data collection

6.35.1
Description

Editor's note:
Describe the solutions. (sub) clause(s) may be added to capture details, procedural flow etc.

This solution is proposed for Key Issue #11: Increasing efficiency of data collection and Key Issue #1: Logical decomposition of NWDAF and possible interactions between logical functions and Key Issue #2: Multiple NWDAF instances.
The solution proposes Network Functions to provide the data required by the NWDAF to derive analytics to a dedicated NF that collects data from multiple NFs (Event Providers). This is illustrated below.
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Figure 6.35.1-1: Proposed NWDAF architecture utilising the DCNF

The advantage with this approach is that the NWDAF collect data from a single NF (DCNF) reducing the load at the NWDAF on identifying the NF that contains the required data. An example is shown in Figure 6.35.1-2 where the NWDAF requires location information from the AMF to derive analytics on location changes. All AMFs in the PLMN provide location events to a single network function (DCNF). The NWDAF subscribes from the DCNF to retrieve the relevant data to derive analytics.
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Figure 6.35.1-2: NFs providing data to a central data storage NF
The DNCF may be a functionality within the NWDAF or may be a separate Network Function supporting a dedicated data collection functionality. The advantage of the latter is that it reduces the processing load at an NWDAF as each NWDAF will have a single point of contact with the DCNF when subscribing to be notified of one or more Events.

To support NWDAFs deployed in a distributed environment a DCNF is configured to support a serving area (stored in the NRF). The NWDAF discovers a DCNF supporting a specific serving area from the NRF.

The method how each NF identifies what Events need to be provided to the DCNF is as follows:

-
The NWDAF subscribes from the DCNF with a list of one or more Events that the NWDAF needs to be notified to derive analytics. The NWDAF identifies the Events based on the Analytics request by a consumer NF.

-
The DCNF determines from the list of Events the NF types that needs to be contacted. The DCNF subscribes from each identified NF with a corresponding list of one or more Events to be notified.

-
When an Event occurs each NF that the DCNF has subscribed to notifies the DCNF with the data associated with the Event (e.g. TAI. Cell ID if the Event is Location Changes). The DCNF forwards the notification to the NWDAF having subscribed to the event notification.

The following signal flow describes the procedure.
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Figure 6.35.1-3: Method for the NFs to publish data to a DCNF

0.
DCNF registers with the NRF. The DCNF may include in the registration request the Service Area supported (e.g. geographical area, or cell ID, TAI) and a list of S-NSSAI(s) indicating the network slices supported

1.
A Consumer NF requests from the NWDAF to provide analytics. For example, an NF may request analytics on Observed Service Experience for a specific UE (identified by a SUPI) that uses a specific application on a specific DNN. The request may indicate that the analytics should be filtered on a specific area of interest or specific network slices (S-NSSAIs).

2-3.
NWDAF discovers the DCNF from the NRF. The NWDAF may include in the request the Service Area and/or list of S-NSSAI(s) if the Analytics request in step 2 included this information.

4.
The NWDAF identifies the Events that needs to be collected according to TS 23.288 [5] (each analytics request with specific analytic ID requires specific list of one or more Event ID(s).

5.
The NWDAF subscribes from the DCNF (using the Event Exposure subscribe/notify service operation) a list of one or more Events (identified by Event ID(s), that need to be notified. The NWDAF may include an indication that the notification should be filtered in an area of interest or applicable only to specific network slices, if such information was requested in step 2. The request also includes a Notification Correlation ID.

6.
The DCNF identifies the NF types that needs to be contacted based on the provided list of Event ID(s). The DCNF determines the NF types to contact corresponding to the Event ID requested based on internal implementation.

7.
The DCNF subscribes to each identified NF type including a list of one or more Event ID(s) associated to the NF type. The DCNF uses the existing Event Exposure APIs provided by each NF to retrieve the relevant data. The DCNF subscribes to all NFs of specific NF type (e.g. if NF type is AMF the DCNF subscribes to all AMFs) which avoid the need to track what NF contains the required information (e.g. NF that serves a specific UE). The DCNF may contact NFs of NF type in specific area of interest or supported network slice (identified by S-NSSAI) if the request in step 5 included such information. The request also includes a Notification Correlation ID that is used by the DCNF to correlate this request with the subscription from the NWDAF in step 5, that is, the DCNF maintains a mapping of the subscription from the NWDAF to the subscription(s) to each NF type.

8.
When an NF identifies that an Event that the DCNF has subscribed to, occurs, the NF notifies the DCNF

9.
Each NF that the DCNF has subscribed to provides a notification that an Event (identified by an Event ID) has occurred. The notification includes the data associated to the Event ID and the Notification Correlation ID provided in step 7.

10.
The DCNF relays the data provided by notifying the NWDAF. The DCNF identifies the EventNotification subscription message using the Notification Correlation ID.

11.
The DCNF notifies the NWDAF with the relevant data

12
NWDAF builds analytics based on data collected.

When there are multiple NWDAFs in a network deployment the DCNF needs to handle Event Notification subscriptions from multiple NWDAFs. As multiple NWDAFs may request subscription to the same Event a further signalling optimisation is for the DCNF to re-use existing Event Notification Subscription(s) from each NF when reporting Events to each NWDAF. The cases are:

-
If multiple NWDAFs subscribe to the same Event ID, i.e. target the same UE(s) or target the same area of interest the DCNF re-use an existing Event Notification subscription to each network function of the same NF type that report this Event and relay the information to multiple NWDAFs.

-
If multiple NWDAFs subscribe to the same Event ID but contains different criteria, e.g. a second NWDAF subscribes to be notified of Events targeting a different UE the DCNF modifies an existing Event Notification subscription to NFs of the same NF type that report this event, requesting additional criteria to be reported from the same Event.

-
If multiple NWDAFs subscribe to Event ID(s) that can be reported by the same NF type the DCNF modifies an existing Event subscription towards one or more network functions of the same NF type to report additional Event IDs. For example, the DCNF may have an existing Event Subscription with an AMF providing notifications of Event ID "Location Changes". When a second NWDAF subscribes to the DCNF to be informed of notifications of Event ID "Reachability Status" changes, the DCNF may modify an existing event subscription to all NFs of the same NF type adding the additional Event ID "Reachability Status" to be reported to the DCNF.

In the case of multiple NWDAF deployments the DCNF may store the data related to an Event ID locally in case a second NWDAF request to subscribe to the same Event ID. Such approach will reduce the load of signalling and the latency to retrieve the required data. The DCNF stores the data locally as long as there is an active subscription related to this Event ID from an NWDAF. The Event IDs that the DCNF may store is up to network operator configuration.

NOTE:
How the DCNF stores the information locally is based on implementation and out of scope of 3GPP.

The call flow below provides the procedure.
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Figure 6.35.1-4: Support of multiple NWDAFs subscribing to DCNF with a list of Event ID(s)
More details of the call flow are provided below:

1-6.
Steps 1 through 6 are the same as the steps 1 - 8 in Figure 6.36-3.

7-8.
The DCNF also forwards the Event Exposure Notification to NWDAF 1.The DCNF may locally store the information provided by each NF.

NOTE:
How the DCNF stores the information locally is based on implementation and out of scope of 3GPP.

9.
At some point a second NWDAF (NWDAF 2) may receive a request to provide analytics output. The NWDAF 2 subscribes to the DCNF for the Events required.

10
The NWDAF 2 subscribes from the DCNF with a list of one or more Events to be reported.

11.
The DCNF subscribes for new Events or modifies an existing subscription or provides locally available Events as follows:

-
The DCNF uses an existing subscription to NF(s) if the request from NWDAF 2 matches to the request from NWDAF 1, i.e. the criteria for the Event ID(s) requested by the NWDAF 2 match the criteria for the Event ID(s) requested by NWDAF 1.

-
The DCNF may modify an existing subscription to NF(s) if the request from NWDAF 2 can be supported by an existing Event Notification Subscription towards specific NF types. For example, the DCNF may determine that the request from NWDAF 2 requires the same Events to be reported as with NWDAF 1 but contains different criteria (i.e. targets different UEs or different service area), or the request from NWDAF 2 requires Events that can be reported by the same NF types that the DCNF has an existing subscription with.

-
The DCNF creates a new subscription to NF(s) if there is no existing subscription from other NWDAF to report this Event ID.

-
For all cases the DCNF maintains an internal mapping between the Event Notification subscription from each NWDAF and the Event Notification subscriptions to the NF for a particular Event ID

12.
The DCNF subscribes to new Events or modifies an existing subscription according to step 11

13.
The NF sends an Event Notification including the Event ID

14.
The DCNF determines the NWDAF(s) to forward the Event Notification message for this Event ID based on its mapping table. The DCNF may also store the data locally and provide such local data when a new NWDAF request data associated to this Event ID.

15a.-15b
The DCNF forwards the Event Notification to NWDAF 1 and/or NWDAF 2
6.35.2
Impacts on services, entities and interfaces

Editor's note:
This clause lists impacts to services and interfaces

-
New service e.g. Ndcnf_Event_Exposure service is required to be supported by the NWDAF for interfacing with the DCNF

6.36
Solution #36: Determining UPFs serving UEs or in Area of Interest

This solution focus on KI#11 on determining UPFs that are serving UEs and/or area of interest.

6.36.1
High-level Description

This solution proposes the extension of SMF events to provide also information about UPFs associated with UEs traffics or PDU sessions in an area of interest. The procedure in Figure 6.36.1-1 illustrate the enhanced mechanisms.
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Figure 6.36.1-1: Procedure for NWDAF Determining UPFs serving UEs or area of interest

1.
Analytics Consumer subscribes to Nnwdaf_AnalyticsSubscription service operation from NWDAF requesting the analytics ID = "Service Experience".

2.
If the subscription is includes a list of UEs NWDAF needs to determine the UPFs serving such UEs. If the subscription is set to "Any UE", NWDAF has to determine the UPFs according with the analytics filter information of the subscription.

3.
NWDAF invokes Nsmsf_EventExposure_Subscribe service operation offered by the determined SMF(s) request in the new event ID="UPF Change". The target of the event ID can be either a list of UEs, PDU sessions, or any PDU session (in case of analytics subscription with "any UE"). In case of "any PDU session", the event filters should reflect the same analytics filters used in the analytics ID request/subscription.

4.
Upon the execution of session establishment, modification, and release, SMF identifies eventual changes in UPFs associated with UEs or to the filters used by NWDAF subscription to the "UPF change" event ID.

5.
SMF notifies NWDAF about the changes in the UPF serving UEs or serving PDU sessions matching the event filter information used in the NWDAF event subscription. The event notification may include new UPF IDs, the PDU session ID, QFIs with associated (Application Identifier or IP Packet Filter Set or Ethernet Packet Filter Set), DNN, DNAI, SUPI and S-NSSAI.

6.
NWDAF process the received notifications from SMF and updates the list of UPFs reflecting the changes in UPFs serving UEs or area of interest enclosed in the notification. Such updated information about UPFs is used to provide analytics outputs.

6.36.2
Impacts on services, entities and interfaces
SMF:

-
Extend events exposed by SMF with new event ID for "UPF Change".

NWDAF:

-
Consume the new exposed event from SMF for determining UPFs serving UEs or area of interest.

6.37
Solution #37: Reduction of Frequency Notifications from NFs for Offline Data Collection

This solution is proposed for Key Issue 11: Increasing efficiency of data collection.This clause describes a solution for enabling NWDAF to collect data offline from the NFs via Event Exposure framework for training. The Event Exposure framework is extended to enable the reduction of signalling between NFs and NWDAF.

6.37.1
High-level Description

This solution proposes an enhanced mechanism in the Event Exposure for offline data collection, where NWDAF, i.e. the consumer of the exposed events, can activate or deactivate the reception of notifications from the NFs. This allows NWDAF to collect data from NFs in bulks and reduce the signalling between NWDAF and NF.

The offline data collection mechanism reuses the Event Reporting Information field of Event Exposure Framework to include the following flags:

-
Deactivate notification flag: The event consumer NF includes in the subscription to an event ID the deactivation flag to indicate to the event provider NF to collect, store the requested event but halt the notification to the consumer.

-
Activate-deactivate notification flag: The event consumer NF includes in an event subscription modification request the subscription identification and the activate-deactivate flag to indicate to the event producer NF to send the past collected events in the period between the received activate-deactivate flag and the last deactive flag to the consumer for such subscription identification. After sending the past collected events the event producer triggers another window of event collection without sending notifications to the event consumer.

Using the enhanced mechanism in the Event Reporting Information, NWDAF can subscribe to events from NFs such as AMF and SMF, avoid notifications and retrieve the data in bulk when NWDAF requires.

Editor's note:
It is FFS to define the trigger of the offline data collection in alignment with solutions in KI#13.

6.37.2
Procedure for Reducing Frequency of Offline Data Collection from NFs
The procedure in Figure 6.37.2-1 is used by NWDAF to control the frequency of data collection from NFs via Event Exposure for offline data collection (i.e. data collection related to training).

Editor's note:
It is FFS to investigate the reuse of this procedure for online data collection (i.e. data collection related to inference).
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Figure 6.37.2-1: Offline Data Collection reusing Event Exposure from NFs
1.
The NWDAF subscribes for a (set of) Event ID(s) by invoking the Nnf_EventExposure_Subscribe service operation including in event reporting information the deactivate notification flag. The NF sends a response back including the Subscription Correlation ID and an indication of successful deactivation of notifications.

2.
The NFs triggers a window of offline event collection for the NWDAF subscription with the indication of "deactivate notification flag". The NF keeps the association between the Event ID, Subscription Correlation ID (which identifies the consumer of the event), subscriber information (e.g. notification target information) and the status of the transaction between the NF and the NWDAF as "collecting events / non-notification".

3.
Upon triggers such as analytics subscription/request for statistics, or local policies, NWDAF decides that the events requested from the NF with deactivation of notification, are now required.

4.
NWDAF invokes the event subscription service operation from the NF including, with the Event ID, the Subscription Correlation ID, and the activate-deactive notification flag. These parameters denote the identification of the transaction required by the NWDAF, i.e. retrieve data for a subscribed Event ID and trigger a new time window of event generation without notification.

5.
NFs based on the parameters received in the request from NWDAF if there is an existent subscription to an Event ID with a deactivate notification flag. In positive case, NF identifies and sends the past collected events in the period between the received activate-deactivate flag and the last deactivate flag received from the consumer for such subscription identification.

6.
The NFs check whether overall event reporting information (e.g. the maximum time window for the subscription of such Event ID) has expired. If yes, it does not trigger another round of offline event collection and deactivates the subscription. If not expired, the NFs trigger another time window for collecting the requested event ID(s) without notifying them to NWDAF.

6.37.3
Impacts on services, entities and interfaces
NFs:

-
Support functionality of deactivation and activation-deactivation flags in the event reporting information.

NWDAF:

-
Triggering the new procedure for offline data collection.

6.38
Solution #38: Enhancement on network exposure to allow data approximation
6.38.1
Description

6.38.1.1
General
This is a solution for Key Issue #11 and #18: "Increasing efficiency of data collection" and "Enhancement for real time communication".

To increase the efficiency of network data collection from NF and to enable real-time or near-real time data collection, this solution proposes to improve the network exposure service (see clause 4.15 in TS 23.502 [3]) of NFs. The solution includes i) to allow some errors on the required data in each NF's notification, where the maximum allowable error is set by the consumer NF (i.e. NWDAF), and for the producer NF ii) to notify not the exact data value but the differences from the previous notification.

For the detail, this solution introduces new parameters "Event Reporting Granularity" and "Reporting Value Flag" as Event Reporting Information (see clause 4.15.1 in TS 23.502 [3]) in Nnf_EventExposure_Subscribe operation, where the "Event Reporting Granularity" indicates the maximum allowable error in the requested data for each notification compared to the previous one, and "Reporting Value Flag" indicates to notify the requested data with either difference (e.g. newly added or deleted target data compared to previous notification or the data that changes to exceed Event Reporting Granularity) from the previous notification, or exact data for this notification.

If the Event Reporting Granularity is set by consumer NF (i.e. NWDAF) in event exposure subscription, the producer NF shall send the first notification with exact value for the requested data, and then, from the second notification, the NF shall not notify the requested data to the NWDAF, if the changes in data do not exceed the Event Reporting Granularity by the end of event notification cycle.

In the perspective of the NWDAF, if the NWDAF does not receive the notification of the requested data at the end of reporting cycle, the NWDAF shall infer the data from the previously reported one with Event Reporting Granularity. So, the NWDAF can have full history of the required data for every reporting cycle during subscription period and enables to significantly reduce frequency of notification.

Also, in order to reduce reporting data volume, this solution proposes that the producer NF can send the notification with the difference from the previous one, when "Reporting Value Flag" indicates to use differences.

In the perspective of the producer NF, if "Reporting Value Flag" is set to use difference, the NF shall notify only the data (i.e. set of value or set of information) newly added or deleted or changed to exceed "Event Reporting Granularity" compared to the previously notified one among whole set of requested data, at the end of event notification cycle. Otherwise, when "Reporting Value Flag" is set to use exact value, the NF shall notify whole set of the requested data at the end of event notification cycle. In the perspective of the NWDAF, when NWDAF sets "Reporting value Flag" as using differences, and receives the notification with differences, the NWDAF shall re-assemble the requested data with previously one and the newly notified differences. So, using difference enables to reduce the data volume of each notification without loss of the requested data.
6.38.1.2
Procedure to data collection from NFs

The following procedure describes for NWDAF to get the required data from the provider NF to increase data collection efficiency and to support real-time and near-real time data collection while allowing some errors.
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Figure 6.38.1.2-1: Procedure for Event Reporting Granularity based conditional NF data collection
0.
The NWDAF determines an appropriate maximum amount of error for the required data to generate a certain analytics and set Event Reporting Granularity and Reporting Value Flag to collect the data.

1.
The NWDAF subscribes to subscription for NF's data collection by invoking Nnf_EventExposure_Subscribe which includes Event Reporting Granularity and Reporting Value Flag as parameters.

2.
For every reporting cycle except for the first notification, if the change in requested data does not exceeds the maximum amount of error given by Event Reporting Granularity, NF shall not notify the requested data to the NWDAF. Otherwise, NF shall notify the requested data to the NWDAF with either difference from the data previously notified, or exact data value according to indication of Reporting Value Flag in step 2 by invoking Nnf_EventExposure_Notify.

NOTE:
The first notification only allows to notify the requested data with exact value, even if Reporting Value Flag indicates to use difference.
3.
If the NWDAF does not receive the notification from the NF at the end of each reporting cycle, NWDAF infers the requested data for the reporting cycle from the previously notified one with the Event Reporting Granularity. Otherwise, in case the notification is based on difference, the NWDAF re-assembles the requested data for the reporting cycle from the previously notified one with the received one, and in case the notification is based on exact data value, the NWDAF uses the data value to generate the analytics.

6.38.1.3
Contents of Nnf_EventExposure_Subscribe operations

In addition to information defined in TS 23.502 [3], Nnf_EventExposure_Subscribe contains the following in Event Reporting Information:

-
Event Reporting Granularity: indicates the maximum amount of allowable error for NWDAF on the requested data during each event reporting cycle, and required data granularity of the requested data.

-
Reporting Value Flag: indicates the type of notification value (i.e. either the difference from the previous one, or the exact data value).

If the subscribed event ID supports to collect multiple data from the NF, the consumer can respectively set Event Reporting Granularity and Reporting Value Flag for each data.
In case of the requested data is a value (e.g. the number of UE in Area of Interest, etc.), the Event Reporting Granularity is expressed by scalar value which indicates the allowable error range in data value. For example, if the NWDAF collects the number of UE in a certain area from the AMF with the Event Reporting Granularity set by 10, the AMF shall not notify to the NWDAF when the number of UE in that area changes within [-10, +10) compared to the previous one. Then, NWDAF shall infer data for the event reporting cycle within [previous data -10, previous data+10).

In case of the requested data is not a value but information (e.g. UE ID, UE location, NF status, etc.), Event Reporting Granularity is expressed by the specific information (e.g. list of SUPI(s), list of TA, registered, etc.). For example, the NF reports either the difference from the previously notified SUPI(s) or exact value (i.e. all SUPI(s) covered by NF and Target of Event Reporting) by invoking Nnf_EventExposure_Notify, only when some UE ID(s) not included in list of SUPI(s) in Event Reporting Granularity, are newly added or disappeared.
NOTE:
Event Reporting Granularity and Reporting Value Flag can be updated by re-invoking Nnf_EventExposure_Subscribe.
Editor's note:
The needs of further expression for Event Reporting Granularity is FFS.

Editor's note:
The needs of further enhancements on Nnf_EventExposure_Subscribe to support Event Reporting Granularity is FFS.

When "Reporting Value Flag" is set to use difference, the NF shall notify only the data that newly added or deleted or changed to exceed "Event Reporting Granularity" compared to the previously notified one among whole set of requested data, at the end of event notification cycle. For example, NWDAF collects the set of SUPI and UE location for a specific group of UE from AMF. If the "Reporting Value Flag" is set to use difference, then the AMF does not report whole set of targeted SUPI and UE location, but only reports the set of SUPI and UE location that newly added or deleted or changed to exceed "Event Reporting Granularity" compared to the previously notified one.
6.38.2
Impacts on services, entities and interfaces
This solution requires to extend the existing Nnf_EventExposure_Subscribe service operation and the feature of following node:
NWDAF: The NWDAF can determine a proper Event Reporting Granularity for the required data to generate the analytics, and can infer the required data over the subscription period from conditionally notified differences from the previously notified one.

All 5GC NFs exposing its events: NF can provide the requested network data in terms of differences from the previously notified one, only when the change in data exceeds the given Event Reporting Granularity over the event reporting cycle.
6.39
Solution #39: Efficient data management for minimizing signalling.
6.39.1
Description

This solution is proposed for Key Issue #11: Increasing efficiency of data collection and Key Issue #1: Logical decomposition of NWDAF and possible interactions between logical functions and Key Issue #2: Multiple NWDAF instances.
The solution proposes a data repository and storage function to provide the collected data by the NWDAF to another NWDAF function as illustrated below:
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Figure 6.39.1-1: Architecture for NWDAF together with data repository and storage function

The Data Repository and Storage Function (DRSF) is like a data base function which does not carry the functional logic like backend device (e.g. like a UDR), it contains:

-
Stores all NWDAF collected data and analytical information produced by the NWDAFs.
-
Provide collected data based on request to other NWDAF.
-
Authorized for an access the stored data.
NWDAF provides the collected data to the DRSF and data profile can be contained of one or more following parameter:

-
Data Producer details.
-
Data type e.g. slice data, mobility data QoS data, etc.

-
Timestamp e.g. collection time.
-
Data validity time e.g. validity of collected data.
-
Data validity area e.g. data is valid for specific TA or area or slice, etc.

-
Data source NWDAF details e.g. NWDAF address, serving area.
6.39.2
Procedures

The principles for data collection and storage mechanism is as given below:
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Figure 6.39.2-1: Procedure for data collection and storage mechanism

1.
NWDAF#1 collects the data from producer as step 1-2, clause 6.2.2.2, TS 23.288 [5].

2.
The NWDAF stores the collected data from the producer in the DRSF. In addition, NWDAF also stores the determine analytics information. The collected data also includes the validity conditions and data information to the collected data.

3.
If the consumer request for the NWDAF_Analytics request to the NWDAF#2.

4-6.
The NWDAF#2 retrieves the collected data from the DRSF and determines the analytics information for the consumer. After, responds with analytics information to the consumer.

6.39.3
Impacts on services, entities and interfaces

NWDAF: new mechanism needed to store the collected data and analytical information in the DRSP.

New DRSF and Ndrsf interface are introduced.

6.40
Solution #40: User Data Congestion Analytics for NWDAF-assisted RFSP policy
6.40.1
Description

This solution is proposed to address Key Issue #12: NWDAF-assisted RFSP policy.

This solution specifies for how NWDAF can provide User Data Congestion Analytics as defined in clause 6.8 of TS 23.288 [5] to a service consumer to derive a suitable RFSP index. The Analytics Filter Information could contain S-NSSAI.

6.40.2
Input Data

The same as clause 6.8.2 of TS 23.288 [5].
6.40.3
Output Analytics

The same as clause 6.8.3 of TS 23.288 [5].
6.40.4
Procedures

The same as clause 6.8.4 of TS 23.288 [5].
6.40.5
Impacts on services, entities and interfaces

PCF:

-
Using the output of User Data Congestion Analytics of NWDAF to make decision on the RSFP index.

6.41
Solution #41: RAT/Frequency usage analytics
6.41.1
Description

This is a solution for Key issue #12: NWDAF-assisted RFSP policy.

In the 5G era, there could be various radio access technologies co-existence in a same region. Each different RAT/frequency may provide different communication characteristics to the user in terms of bandwidth, latency, coverage, and power consumption. Therefore, it is desirable to guide a user to use best RAT/frequency according to the usage type to manage radio resources to maximize the efficiency.

The objective of this solution is to help keeping the entire network with proper resources without degrading of services. To archive this objective, it is essential to figure out the current and future radio demand per RAT/frequency. If RAT/frequency is figured out with low or no demand in current or near future

As described in Use Case #1, MNO able to 1) inter-RAT selection between NR and E-UTRA, and 2) frequency selection such as low and high frequency. This contribution proposed a solution to allow 5GC to select or lead UE's RAT/frequency based on RFSP index selection mechanism. According to the TS 23.501, RFSP index could be used 1) to derive UE specific cell reselection priorities to control idle mode camping, and 2) to decide on redirecting active mode UEs to different frequency layers or RATs.

The solution provides statistics/predictions to PCF to decide proper RFSP index to lead UEs into desirable RAT/frequency by NWDAF. NWDAF provides analytics information about the current/future usage of RAT/frequency for a specific area. For example, in region A, 20 E-UTRA users and 5 NR users, and 3 users are using low frequency NR and 2 users are using high frequency NR. Based on this analytics, PCF or OAM can decide to manage base stations or radio resources by figuring out the usage demand per RAT/frequency. This solution is based on the selection of RFSP index per UE, not impact to any existing RAN or OAM mechanism.

6.41.1.1
Information for the support of RFSP index selection
The consumer of these analytics shall indicate in the request or subscription:

-
Analytics Id set to "Radio/Frequency usage";

-
The Target of Analytics Reporting: Area of Interest;

-
Analytics Filter Information: one or more combinations of the following Analytics Filters: S-NSSAI, RAT type;

-
An Analytics target period that indicates the time window for which the statistics or predictions are requested; and

-
In a subscription, the Notification Correlation Id and the Notification Target Address.

6.41.2
Input Data

The input data for the analytics is described in Table 6.41.2-1.
Table 6.41.2-1. Input data for Radio/Frequency usage

	Information
	Source
	Description

	S-NSSAI
	AMF
	Identifies network slice 

	Location
	AMF
	The location of UE 

	RFSP index
	AMF
	Currently configured RSFP index for a UE

	QoS flow Bit Rate
	SMF
	The observed bit rate (UL/DL)

	Packet transmission
	SMF
	The observed number of packet transmission (UL/DL)


Editor's note:
It is FFS whether other data is needed or not, and how to collect input data for the analytics.

6.41.3
Output Analytics

The output analytics of NWDAF is defined in Table 6.41.3-1 and Table 6.41.3-2.

Table 6.41.3-1: Radio/Frequency usage statistics

	Information
	Description

	S-NSSAI (optional)
	Identifies the Network Slice for which analytics information is provided.

	Total number of user
	The total number of users

	Number of user per RAT type
	The number of users per specific RAT type (e.g. NR, E-UTRA) 

	Number of user per frequency 
	The number of users per specific RAT type (e.g. low, high) 

	Total data volume 
	The total data volume on RAN

	Data volume per RAT type
	The data volume per RAT type (e.g. NR, E-UTRA)

	Data volume per frequency
	The data volume per frequency (e.g. low, high)


Table 6.41.3-2: Radio/Frequency usage prediction

	Information
	Description

	S-NSSAI (optional)
	Identifies the Network Slice for which analytics information is provided.

	Predicted Total number of user
	The total number of users

	Predicted Number of user per RAT type
	The number of users per specific RAT type (e.g. NR, E-UTRA) 

	Predicted Number of user per frequency 
	The number of users per specific RAT type (e.g. low, high) 

	Predicted Total data volume 
	The total data volume on RAN

	Predicted Data volume per RAT type
	The data volume per RAT type (e.g. NR, E-UTRA)

	Predicted Data volume per frequency
	The data volume per frequency (e.g. low, high)


6.41.4
Procedure
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Figure 6.41.4-1: Procedure to support RFSP index selection
0.
AMF and PCF create an association to handle UE's AM policy using Npcf_AMPolicyControl_Create.

1.
PCF decide to adjust UE's RFSP index for internal management objective such as energy saving.

NOTE:
Configuring and internal actions of PCF to internal management objective is out of scope.

2.
PCF request to subscribe "RAT/Frequency usage" analytics to figure the current/future time to NWDAF. Target of reporting could be area of interest.

3.
The NWDAF collects necessary data from NFs/OAM, and derive "RAT/Frequency" analytics for the request.

4.
The NWDAF notify the analytics outputs listed in Table 6.41.1.1-1.

5.
PCF derive new RFSP index suitable for the internal objective in step 1 for the UEs.

6.
PCF deploy the RFSP index to AMF using AM policy control to UEs.

6.41.5
Impacts on services, entities and interfaces
NWDAF:
-
The NWDAF collect data from NFs/OAM, and analyse RAT/Frequency usage analytics.

PCF:

-
Receives the RAT/Frequency usage analytics from the NWDAF and consider it for deciding RFSP index.

6.42
Solution #42: NWDAF-assisted RFSP Policy Configuration
6.42.1
Description

This is a solution for Key issue #12: NWDAF-assisted RFSP policy.

In general, the Rel-16 NWDAF architecture can be used as baseline to support NWDAF-assisted RFSP policy configuration. NWDAF needs to obtain related information from other NFs in 5GC and also OAM to perform analytics for RFSP policy. Figure 6.42-1 provides a functional diagram.

According to TS 23.501 [2], RFSP index needs to be provided to NG-RAN to derive cell reselection priorities for idle mode UEs and also redirecting active mode UEs to other RATs.

6.42.2
Input Data and Output Analytics
Potential inputs from NFs and OAM (optional)to NWDAF are listed as follows:

-
AMF

The RFSP index in use and authorized RFSP index (authorized RFSP index can also be obtained from PCF)

Allowed NSSAI (to derive RFSP policy considering network slicing information)

-
UDM

The subscribed RFSP index

Slice related subscription information (this can also come from AMF)

-
PCF

The authorized RFSP policy

-
SMF

Session related information which can help to derive RFSP policy regarding to redirecting the active mode UE to other RATs

-
OAM

To acquire NG-RAN information related to RFSP policy information

It is not mandatory to acquire NG-RAN related radio access information and this solution should be workable without more NG-RAN information).  However, having such information can allow NWDAF to be aware how the RFSP index is mapped to the idle mode cell reselection configurations which may help NWDAF to perform more accurate analytics.
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Figure 6.42.2-1: Functional diagram for NWDAF-assisted RFSP policy configuration
With the above listed inputs, NWDAF can perform analytics and provide analytics outcome. As analytics outcome, the NWDAF can generate statistics related information related to the RFSP index in-use and the predicted performance information regarding to the candidate RFSP index to be used. The NF consumer will decide whether to change the RFSP index.

The analytics outcome can be provided to NF consumer which can be AMF or PCF.

6.42.3
Procedures

Figure 6.42.3-1 provides the procedure with PCF as the NR consumer for NWDAF.
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Figure 6.42.3-1: NWDAF provides analytics outcome to PCF

Figure 6.42.3-2 provides the procedure with AMF as NF consumer for NWDAF.
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Figure 6.42.3-2: NWDAF provides analytics outcome to AMF
6.42.4
Impacts on services, entities and interfaces

Editor's note:
This clause describes impacts to existing entities and interfaces.

PCF, AMF, UDM, SMF and OAM need to provide RFSP index related info to NDWAF.

NWDAF provides analytics outcome to PCF or AMF regarding to RFSP policy configuration.

6.43
Solution #43: RFSP index value using Analytics Id Service Experience

6.43.1
Description

This is a solution for Key issue #12: NWDAF-assisted RFSP policy.

The existing Analytics Id on Service Experience is consumed by the PCF to request NWDAF to report the Observed Service Experience for a UE.

The PCF is configured with operator policies, as defined in TS 23.503 [4], that enables the operator to modify the RFSP index value assigned by subscription taking into consideration the time of the day, the location of the UE (such as Area of Interest), the application in use, the Access and Mobility Policy subscription data, the Observed Service Experience and the UE capabilities.

At UE registration, the AMF establishes an AM Policy association with the PCF serving the AMF. The PCF serving the AMF checks operator policies that indicates:

-
if Access and Mobility Policy subscription data is retrieved from UDR,

-
if subscription to Analytics Id Observed Service Experience for the UE and for an application is needed.

-
If subscription to Event Reporting from the PCF that serves the SMF that has the PDU session for this UE.

6.43.2
Input Data

The existing input data to calculate the Observe Service experience defined in TS 23.288 [5] is extended to retrieve OAM input data per RAT and Frequency.
6.43.3
Output Analytics

The existing output Analytics for Observed Service experience defined in TS 23.288 [5] is extended to provide Observed Service Experience per RAT type and Frequency.
6.43.4
Procedures
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Figure 6.43.4-1: Procedure to allocate the RFSP value for an Application considering Analytics
1.
The AMF sends Npcf_AMPolicyControl_Create to the PCF to establish an AM policy control association, the requests includes the information listed in TS 23.502 [3] clause 4.16.1, extended with the UE Radio Capabilities.

2.
The PCF checks operator policies to assign the RFSP index value, when a user consumes Application Id, under the conditions to keep the Service experience under the configured values for the application under the conditions reported by the UE Radio Capabilities. For example, a User consumes gaming services, that requires Service Experience set to 3 or larger, if the user is gold, RFSP index value is assigned to a value that allows moving UE to NR with high frequency under the conditions locally defined in RAN.

3.
The PCF retrieves the AM policy control data from the UDR; using Nudr_DM_Query to retrieve the user category.

4.
The UDR returns the AM policy control data including the user category, e.g. gold.

5.
The PCF sends an Analytics subscribe (Analytics ID = Service Experience/Service Behaviour, Target of Analytics Reporting =/UE ID, Analytics Filter information = (Application ID, S-NSSAI, DNN,), to NWDAF by invoking a Nnwdaf_AnalyticsSubscription_Subscribe.

6.
The NWDAF provides the data analytics, i.e. the observed Service Experience (which can be a range of values that can be different per RAT and Frequency value combination) and service behaviour to the consumer NF by means of Nnwdaf_AnalyticsSubscription_Notify.

7.
If the consumer NF is a PCF that serves both the AMF and the SMF(s) for a UE, then the PCF subscribes to SMF to report when the application starts or stops and step 12 takes place.

8.
If the consumer NF is a PCF that serves the AMF then the PCF maps the Application ID into the DNN and S-NSSAI that provides access to the Application and requests the BSF to notify the PCF serving the DNN, S-NSSAI for the SUPI.

9.
The BSF provides the PCF(s) serving the DNN, S-NSSAI for the SUPI.

10.
The PCF subscribes to reporting service start/stop to the SMF.

11.
The PCF serving the SMF acknowledge the subscription

12.
The PCF assigns a RFSP value to the AMF.

At the time the PCF serving the SMF reports that application is detected, the PCF updates the RFSP value to the AMF.

6.43.5
Impacts on services, entities and interfaces

PCF: Take analytics on Service Experience Analytics Id and UE Radio Capabilities into account.

When both PCF-AM and PCF-SM are different PCFs:

-
the PCF-AM subscribes to BSF to discover the PCF-SM serving a DNN, S-NSSAI for a SUPI.

-
The PCF-AM subscribes to the PCF-SM to report start and stop of application

-
The PCF-SM exposes application start and stop and the subscription triggers provisioning of PCC Rules to the SMF.

AMF: Report UE Radio Capabilities to the PCF at AM Policy Association establishment

NWDAF: Analytics Id on Service experience is extended to provide different values per RAT and Frequency combination.

6.44
Solution #44: Analytics for Session Management Congestion Control Experience
6.44.1
Description
This solution is for Key Issue #13 "Triggering conditions for analytics".

According to the Session Management related Congestion Control mechanisms, i.e. DNN based congestion control defined in clause 5.19.7.3 of TS 23.501 [2] and S-NSSAI based congestion control defined in clause 5.19.7.4 of TS 23.501 [2], the SMF that is applying or has applied the SM related Congestion Control mechanism does not store any information/history about that towards which UEs the SMF provided the backoff timer. Therefore, fairness to apply the SM related Congestion Control is not considered and cannot be guaranteed. For example, among UEs that use a PDU Session associated with S-NSSAI#1, some of the UEs may experience the S-NSSAI based congestion control high (e.g. receiving NAS SM reject messages with a long backoff timer) while some of the UEs may experience the S-NSSAI based congestion control low (e.g. receiving NAS SM reject messages with a short backoff timer), within a specific period. The backoff timer provided to each UE can be vary because the backoff timer can be up to 70 hours.

In order to address the problem described above, this solution proposes a new Analytics ID called "Session Management Congestion Control Experience (SMCCE)". NWDAF can provide Observed Session Management Congestion Control Experience analytics for specific DNN and/or S-NSSAI, in the form of statistics or predictions, to a service consumer.

The service consumer is SMF. The SMF uses potential congestion condition as trigger to request for the SMCCE analytics to the NWDAF.

The Observed SMCCE analytics provide one or more than one of the following outputs:

a)
A list of UEs whose experience level of Session Management Congestion Control for specific DNN and/or S-NSSAI is high;

b)
A list of UEs whose experience level of Session Management Congestion Control for specific DNN and/or S-NSSAI is medium;

c)
A list of UEs whose experience level of Session Management Congestion Control for specific DNN and/or S-NSSAI is low or zero.

The request by the service consumer includes mainly the following parameters:

-
Analytics ID = "Session Management Congestion Control Experience".

-
Target of Analytics Reporting: one or more SUPI(s).

-
Analytics Filter Information containing:

-
DNN and/or S-NSSAI.

-
Analytics Target Period: the time period over which the statistics or prediction are requested, either in the past or in the future.

Additionally, the input parameters described in clause 6.1.3 of TS 23.288 [5] can be appropriately used for the request.
NWDAF collects the data related to Session Management Congestion Control Experience from SMF and/or from Data Storage (e.g. UDR, NWDAF acting as Data Storage Function) in order to calculate and provides statistics and predictions on the observed Session Management Congestion Control Experience to a consumer NF.

NOTE:
Solutions for Key Issues #1, #2 and #11 can be used for Data Storage (e.g. UDR, NWDAF acting as Data Storage Function) if defined and applied, so this solution does not intend to introduce the Data Storage only for this solution.

6.44.2
Input Data

For the purpose of SMCCE analytics, the NWDAF collects the Data as listed in Table 6.44.2-1.

Table 6.44.2-1: Data collected by NWDAF for SMCCE analytics
	Information
	Description

	UE ID
	SUPI

	SMCC experience for PDU Session
	Data related to SMCC experience per PDU Session

	  > DNN
	DNN for the PDU Session that SMF collects Data related to SMCCE

	  > S-NSSAI
	S-NSSAI for the PDU Session that SMF collects Data related to SMCCE

	  > Start time of data collection
	Start time of data collection

	  > End time of data collection 
	End time of data collection

	> Transmitted SM NAS request (1..max)
	Information on SM NAS messages that SMF receives from UE for PDU Session

	>> Type of SM NAS request
	A type of SM NAS message transmitted by UE (e.g. PDU Session Establishment Request, PDU Session Modification Request, etc)

	>> Timestamp
	A time stamp when SMF receives SM NAS message from UE

	  > Received SM NAS reject/command with backoff timer (1..max)
	Information on SMCC applied to UE for PDU Session

	>> Type of SM NAS reject/command
	A type of SM NAS message with backoff timer provided to UE (e.g. PDU Session Establishment Reject, PDU Session Modification Reject, PDU Session Release Command, etc)

	>> Timestamp
	A time stamp when SMF sends SM NAS message to UE

	>> Received backoff timer
	A value of received backoff timer 

	>> Type of applied SMCC
	A type of applied SMCC, i.e. DNN based congestion control or S-NSSAI based congestion control


The SMF collects Data related to SMCC experience for all PDU Sessions it serves as listed in Table 6.44.2-1 and can store the collected Data to Data Storage if available, e.g. periodically, when the collected data reaches the maximum number, etc.
6.44.3
Output Analytics

The NWDAF outputs the SMCCE analytics. Depending on the Analytics Target Period, the output consists of statistics or predictions. The detailed information provided by the NWDAF is defined in Table 6.44.3-1 for statistics and Table 6.44.3-2 for predictions.

Table 6.44.3-1: SMCCE statistics

	Information
	Description

	List of SMCCE Analytics (1..max)
	

	  > DNN (NOTE)
	DNN that SMCC is applied

	  > S-NSSAI (NOTE)
	S-NSSAI that SMCC is applied

	  > List of UEs classified based on experience level of SMCC
	One or more than one of the following lists (SUPI is used to identify UE)

	>> List of high-experienced UEs
	A list of UEs whose experience level of SMCC for specific DNN and/or S-NSSAI is high

	>> List of medium-experienced UEs
	A list of UEs whose experience level of SMCC for specific DNN and/or S-NSSAI is medium 

	>> List of low-experienced UEs
	A list of UEs whose experience level of SMCC for specific DNN and/or S-NSSAI is low or zero

	NOTE:
For each list of SMCCE Analytics, DNN or S-NSSAI is included.


Table 6.44.3-2: SMCCE predictions

	Information
	Description

	List of SMCCE Analytics (1..max)
	

	  > DNN (NOTE)
	DNN that SMCC is applied

	  > S-NSSAI (NOTE)
	S-NSSAI that SMCC is applied

	  > List of UEs classified based on experience level of SMCC
	One or more than one of the following lists (SUPI is used to identify UE)

	>> List of high-experienced UEs
	A list of UEs whose experience level of SMCC for specific DNN and/or S-NSSAI is high

	>> List of medium-experienced UEs
	A list of UEs whose experience level of SMCC for specific DNN and/or S-NSSAI is medium 

	>> List of low-experienced UEs
	A list of UEs whose experience level of SMCC for specific DNN and/or S-NSSAI is low or zero

	> Confidence
	Confidence of the prediction.

	NOTE:
For each list of SMCCE Analytics, DNN or S-NSSAI is included.


6.44.4
Procedures

Figure 6.44.4-1 shows the procedure for Analytics for Session Management Congestion Control Experience.
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Figure 6.44.4-1: Analytics for Session Management Congestion Control Experience
1.
The SMF requests to analytics information on "Session Management Congestion Control Experience" provided by NWDAF if the SMF wants to take the analytics information into account when applying the SMCC.


The parameters included in the request are described in clause 6.44.1.

NOTE:
The SMF needs to request the analytics information to the NWDAF early enough before applying Session Management Congestion Control due to potential congestion, to take the analytics information into account for the SMCC.

The NWDAF performs step 2 and/or step 3. Steps 4 to 7 are following steps of step 3.
2.
The NWDAF collects Data related to SM Congestion Control Experience from Data Storage (e.g. UDR, NWDAF acting as Data Storage Function).

3.
The NWDAF sends subscription requests to all the serving SMFs to collect Data related to SM Congestion Control Experience if it has not subscribed such data. The SMF that made the request in step 1 can be also the data provider.


If the NWDAF obtains required Data for some UEs in step 2, the NWDAF does not perform step 3 for those UEs.

4.
The SMF provides the collected Data to the NWDAF.
5.
With the data obtained in step 2 and/or step 6, and optionally with the SMF load analytics derived in step 8, the NWDAF derives requested analytics.

6.
The NWDAF provides the analytics for Session Management Congestion Control Experience to the SMF.

7.
The SMF starts SM Congestion Control, i.e. DNN based congestion control and/or S-NSSAI based congestion control. When applying the SM Congestion Control, the SMF considers fairness, for example, NAS SM reject messages with a short backoff timer to the UEs in the list of high-experienced UEs while NAS SM reject messages with a long backoff timer to the UEs in the list of low-experienced UEs.

6.44.5
Impacts on services, entities and interfaces

Editor's note:
This clause lists impacts to services and interfaces.

6.45
Solution #45: Triggers for requesting analytics

6.45.1
Description

Editor's note:
Describe the solutions. (sub) clause(s) may be added to capture details, input data, output analytics, procedural flow etc. if necessary.

This solution addresses Key Issue #13 "Triggering conditions for analytics", especially on the aspect of triggers which can be used by analytics consumers to request for or subscribe to analytics from the NWDAF.
In general, an NF may request for or subscribe to the analytics information from the NWDAF:
-
based on the triggers (e.g. event reports or requests) from the other NF(s).

-
based on local event, e.g. the detected UE behaviour or network performance.
-
based on the analytics information received. That is, the NF may decide to further request for or subscribe to the analytics information (e.g. with different Analytics filters, Target of Analytics Reporting or Analytics IDs) from the NWDAF, upon receiving the analytics information provided by the NWDAF for existing subscription(s) or previous request(s).
Specifically, for different NFs, the possible triggers and example scenarios can be as follows:
PCF:
The PCF may request for or subscribe to the analytics information from the NWDAF:
-
based on Policy Control Request from the AMF or SMF.
-
based on analytics information received.
Table 6.45.1-1: Triggers used by PCF to request for or subscribe to analytics

	Triggers
	Examples

	Policy Control Request  from the AMF or SMF
	the PCF may request the analytics from the NWDAF in order to update policy and charging control decision.

	analytics information received
	Upon receiving the analytics on "Load level information" which indicates the load level of a network slice reached the threshold for a high load level, the PCF may request for or subscribe to the analytics information on "Abnormal behaviour" to detect whether there are any exceptional UE behaviours in this network slice.


SMF:
The SMF may request for or subscribe to the analytics information from the NWDAF:
-
based on UE access and mobility event reports from the AMF.
-
based on Policy Control Request Triggers or updated policy and charging control decision from the PCF.
-
based on local events.
Table 6.45.1-2: Triggers used by SMF to request for or subscribe to analytics

	Triggers
	Examples

	UE access and mobility event reports from the AMF
	When the "number of UEs served by the AMF and located in Area Of Interest" reported by the AMF reaches a predefined threshold, the SMF may subscribe to the analytics on "UE communication" or "Network Performance" with the Analytics Filter including the Area of Interest, to observe the communication performance of the UE(s) or the network in the specific area.

	Policy Control Request Triggers or updated policy and charging control decision from the PCF
	When the SMF receives the Policy Control Request Trigger of "Usage report" from the PCF, the SMF may subscribe to the analytics information on "Abnormal behaviour", to detect whether there are any exceptions on the PDU session or the Monitoring key specific resources consumed by a UE as specified in TS 23.503 [4].

	local events
	If the SMF detects the number of PDU session establishment or release reaches a threshold in a specific area, the SMF may request for or subscribe to the analytics information on "Abnormal behaviour" to detect whether there are any exceptional UE behaviours in this area.


AMF:
The AMF may request for or subscribe to the analytics information from the NWDAF:
-
based on event reporting triggers from the SMF/NEF.
-
based on local events.
Table 6.45.1-3: Triggers used by AMF to request for or subscribe to analytics

	Triggers
	Examples

	event reporting triggers from the SMF/NEF
	When the AMF receives the event reporting trigger from the SMF/NEF on "UE loss of communication", the AMF may subscribe to the analytics information on "Abnormal behaviour" to detect whether there are any mobility related exceptions.

	local events
	When the AMF detects frequent mobility re-registration of one or more UEs, the AMF may subscribe to the analytics on "Abnormal behaviour" in order to trace the mobility trend of the UE(s) and take appropriate actions.


6.45.2
Input Data

6.45.3
Output Analytics

6.45.4
Procedures

6.45.5
Impacts on services, entities and interfaces

Editor's note:
This clause lists impacts to services and interfaces.

6.46
Solution #46: NWDAF assisted new application detection
6.46.1
Description

This solution is for Key Issue #14: NWDAF-assisted application detection.

To differentiate an application traffic handling, the first step is to distinguish application traffic from other traffics. In 5G network, an application can be distinguished by a set of packet headers (SDFs) or application IDs. The most common approach to detect traffic is a set of packet headers, which usually contains source and destination address. The application ID can be used for referring the UPF's specific application detection filter. For managing detection information associated with application IDs, AF may provide PFDs according to clause 4.18 of TS 23.502 [3] to update application detection filter information. A PFD contents could contain flow description (service-side 3-tuple), URL, and domain name/protocol information. When an AF deliver PFD to NEF (PFDF), it will be distributed to SMFs and UPFs to enable flow detection according to clause 5.8.2 of TS 23.501 [2].

The objective of this solution is to automate application detection method using PFDs for newly/updated applications by extracting network traffic signature using the network data analytics. To realize this solution, one of the main features is 1) collect measurement of an application to extract statistical characteristics, 2) collect payload of packets to extract payload signature (such as domain name contained in the payload). The baseline usage of the generated analytics is to store the captured application characteristics as a PFD, and the PFD is used by SMF and UPF to detect an application defined as TS 23.502 [3].

The below is the principles of the solution:

-
A consumer (e.g. NEF) request to NWDAF to detect new applications, not matched with SDF or application IDs. The triggering can be configured by local configuration or OAM.

-
NWDAF collect SMF's data for user plane usage report and/or packets for default QoS flow (not matched with any SDF or application ID)

-
NWDAF analyse the collected data to generate unique packet signature, traffic characteristic, and traffic patterns.

-
The consumer stores PFD associated with an application ID to enable the detection of application traffic in the future (out of scope).

6.46.2
Input Data

NWDAF collects QoS flow related data from SMF for a specific S-NSSAI, DNN, and UE. This solution collects data for matched on default QoS flow, which no SDF or Application IDs are known. The detailed data are described in Table 6.46.2-1.

Table 6.46.2-1: input data to detect new application from NFs

	Information
	Source
	Description

	SUPI
	
	

	S-NSSAI 
	SMF
	Identifies the Network Slice for which analytics information is provided.

	DNN
	SMF
	Identifies the data network name (e.g. internet) for which analytics information is provided

	Start/end time
	SMF
	Start and end time of traffic detection

	Data volume
	SMF
	Measured data traffic volume (per UL/DL)

	Data duration
	SMF
	Measured data traffic duration (per UL/DL)

	QoS flow Bit Rate
	SMF
	The observed bit rate (per UL/DL)

	Packet transmission
	SMF
	The observed number of packet transmission (per UL/DL)

	Payload packets
	SMF
	The user plane packets collected. 


Editor's note:
For collecting packets from UPF to SMF, the forwarding mechanism is defined in clause 5.8.2.5.2 of TS 23.501 [2]. It is FFS, how to direct the SMF forwarded packets to the NWDAF and how many packets are needed to be collected.
6.46.3
Output Analytics

The output analytics of NWDAF is defined in Table 6.46.3-1.

Table 6.46.3-1: Output for new application detection

	Information
	Description

	S-NSSAI
	Identifies the Network Slice for which analytics information is provided.

	DNN
	Identifies the data network name (e.g. internet) for which analytics information is provided

	Flow descriptor
	Flow descriptor containing 3-tuple, server side (destination address, port, and protocol) 

	URL
	the significant parts of the URL to be matched, e.g. host name defined in  

	Domain name information
	a Domain name matching criteria and information about applicable protocol(s).


6.46.4
Procedures

For the procedure to extract the unique characteristic of application traffic such as traffic pattern, URL, and/or domain name related information. The procedure depicted in 6.46.4-1 shows new application detection analytics and store as PFDs by NEF.
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Figure 6.46.4-1: A procedure to extract application characteristics
1.
NEF request to NWDAF to request application detection information. This request maybe be triggered by local configuration or OAM.

2.
A target UE establishes PDU session for communication

3.
NWDAF request to subscribe session related information and request to forward packets.

Editor's note:
For collecting packets from UPF to SMF, the forwarding mechanism is defined in clause 5.8.2.5.2 of TS 23.501 [2]. It is FFS, how to direct the SMF forwarded packets to the NWDAF and how many packets are needed to be collected.
4.
A NWDAF extracts the application traffic characteristics.

5.
NWDAF notifies the analytic to the NEF with outputs defined in Table 6.46.3-1

Editor's note:
It is FFS how NEF assigns PFD ID and maps it with Application ID.

6.46.5
Impacts on services, entities and interfaces
NWDAF:
-
Needs to provide a new analytic for application detection information.
-
Needs to process user plane data for extracting traffic characteristics.

SMF:
-
Needs to forward user plane packets to NWDAF

-
Needs to provide requested sessions statistics including data volume, data duration, QoS flow bit rate and packet transmission.
6.47
Solution #47: UE Presence Pattern analytics to support edge computing

6.47.1
Description

The solution addresses Key Issue #16: UP optimization for edge computing. It supports the efficient UP resource usage in the edge computing, especially, in case of LADN, with UE Presence Pattern analytics.

As described in clause 5.6.5 of TS 23.501 [2], the SMF takes actions (e.g. release the PDU Session immediately or deactivate the user plane connection for the PDU Session with maintaining the PDU Session) based on operator's policy, with the notification about the UE Presence in LADN service area notified by AMF (i.e. IN, OUT, or UNKNOWN). This solution provides UE Presence Pattern analytics from NWDAF to SMF, and it may have an effect on operator's policy configured in SMF to support edge computing, especially LADN service.

NWDAF supporting UE Presence Pattern analytics shall be able to

-
collect UE mobility related information in LADN service area from NFs (e.g. AMF, AF) and OAM;

-
collect LADN service area information from NF (e.g. AMF) and OAM;

-
collect LADN PDU Session related information from NF (e.g. SMF) and OAM; and

-
perform data analytics to provide UE Presence Pattern statistics or predictions.

The service consumer may be a NF (e.g. SMF).

The consumer of these analytics may indicate in the request:

-
Analytics ID = "UE Presence Pattern".

-
The Target of Analytics Reporting can be a single UE, any UE, or a group of UEs.

-
Analytics Filter Information optionally containing:

-
Area of Interest;

-
S-NSSAI;

-
DNN.

-
An Analytics target period indicates the time period over which the statistics or predictions are requested.
6.47.2
Input Data

The NWDAF supporting data analytics on UE Presence Pattern shall be able to collect UE mobility information from OAM, 5GC and AFs, and service data from AF, as described in clause 6.7.2.2 of TS 23.288 [5]. In addition, it shall be able to collect LADN service area information from NF (e.g. AMF) and OAM, and LADN PDU Session related information from NF (e.g. SMF) and OAM.
Table 6.47.2-1: UE Mobility information in LADN service area
	Information
	Source
	Description

	UE ID
	AMF
	SUPI

	UE locations (1..max)
	AMF
	UE positions

	   >UE location
	
	TA or cells that the UE enters

	   >Timestamp 
	
	A time stamp when the AMF detects the UE enters this location

	Type Allocation code (TAC)
	AMF
	To indicate the terminal model and vendor information of the UE. The UEs with the same TAC may have similar mobility behavior. The UE whose mobility behavior is unlike other UEs with the same TAC may be an abnormal one.

	UE Presence 
	AMF, SMF
	UE presence in LADN service area

	   >DNN
	
	Data Network Name associated for LADN service

	   >UE Presence [IN, OUT, UNKNOWN]
	
	UE Presence in LADN service area

	   >Timestamp 
	
	A time stamp when the AMF or SMF detects the UE is determined as this presence.


Table 6.47.2-2: Service Data from AF related to UE mobility
	Information
	Description

	UE ID
	Could be external UE ID (i.e. GPSI)

	Application ID
	Identifying the application providing this information

	UE trajectory (1..max)
	Timestamped UE positions

	   >UE location
	Geographical area that the UE enters

	   >Timestamp 
	A time stamp when UE enters this area


Additionally, this solution needs the input on LADN service area information per DN, and LADN PDU Session information per DN.

Table 6.47.2-3: LADN service area information
	Information
	Source
	Description

	DNN
	AMF or OAM
	Data Network Name where PDU connectivity service is provided

	Service area
	AMF or OAM
	A set of Tracking Areas associated by a specific DN


Table 6.47.2-4: LADN PDU Session information
	Information
	Source
	Description

	DNN
	SMF
	Data Network Name associated for LADN service

	UP activation
	SMF
	Ratio of successful activation from PDU Session deactivation


6.47.3
Output Analytics

The NWDAF supporting data analytics on UE Presence Pattern shall be able to provide UE Presence Pattern analytics on returning back LADN service area, to consumer NF (e.g. SMF).

Table 6.47.3-1: UE Presence Pattern statistics in LADN service area

	Information
	Description

	UE group ID or UE ID, any UE
	Identifies a UE, any UE, or a group of UEs 

	DNN
	Data Network Name associated for LADN service

	Time slot entry (1..max)
	List of time slots during the Analytics target period

	  > Time slot start
	Time slot start within the Analytics target period

	  > Duration
	Duration of the time slot (average and variance)

	  > UE Presence Pattern (1..max)
	Observed location statistics

	      >> Ratio
	Percentage on which UE, any UE, or UE group comes in a LADN service area again.


Table 6.47.3-2: UE Presence Pattern predictions in LADN service area

	Information
	Description

	UE group ID or UE ID, any UE
	Identifies an UE or, any UE, a group of UEs 

	DNN
	Data Network Name associated for LADN service

	Time slot entry (1..max)
	List of predicted time slots

	  >Time slot start
	Time slot start time within the Analytics target period

	  > Duration
	Duration of the time slot 

	  > UE Presence Pattern (1..max)
	Predicted UE Presence during the Analytics target period

	      >> Ratio
	Percentage on which the UE, any UE, or UE group may come in a LADN service area again.

	      >> Confidence
	Confidence of this prediction


6.47.4
Procedures

6.47.4.1
UE Presence Pattern Analytics Procedure

Figure 6.47.4.1-1 shows the analytics procedure on UE Presence Pattern in LADN service area. The NWDAF can provide UE Presence Pattern related analytics in LADN service area, in the form of statistics or predictions or both, to another NF.
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Figure 6.47.4.1-1: "UE Presence Pattern in LADN service area" analytics provided to an NF
1.
The NF sends a request to the NWDAF for analytics on a specific UE, any UE, or a group of UEs, using either the Nnwdaf_AnalyticsInfo or Nnwdaf_AnalyticsSubscription service. The NF can request statistics or predictions or both. The type of analytics is set to UE Presence Pattern information. The NF provides the UE id or Internal Group ID in the Target of Analytics Reporting. Analytics Filter Information optionally contains LADN DNN, S-NSSAI, Area of Interest, etc.

2.
If the request is authorized, and in order to provide the requested analytics, the NWDAF may subscribe to events with all the serving AMFs for notification of location changes, and may subscribe to events with SMFs serving LADN PDU Session for notification of UE Presence Pattern in LADN service area.


The NWDAF subscribes the service data from AF(s) by invoking Naf_EventExposure_Subscribe service or Nnef_EventExposure_Subscribe (if via NEF).


The NWDAF collects UE mobility information and/or LADN related information from OAM, following the procedure captured in clause 6.2.3.2 of TS 23.288 [5].

NOTE:
The NWDAF determines the AMF serving the UE, any UE, or the group of UEs as described in clause 6.2.2.1 of TS 23.288 [5].


This step may be skipped when e.g. the NWDAF already has the requested analytics available.

3.
The NWDAF derives requested analytics.

4.
The NWDAF provide requested UE Presence Pattern analytics to the NF, using either the Nnwdaf_AnalyticsInfo_Request response or Nnwdaf_AnalyticsSubscription_Notify, depending on the service used in step 1.

5-7.
If at step 1, the NF has subscribed to receive notifications for UE Presence Pattern analytics, after receiving event notification from the AMFs, AFs and OAM subscribed by NWDAF in step 2, the NWDAF may generate new analytics and provide them to the NF.

If a service consumer is SMF, the UE Presence Pattern analytics can be used to make decision how to handle LADN PDN Session, when informed that the UE Presence Pattern in a LADN service area is OUT, i.e. release the PDU Session immediately, or deactivate the user plane connection for the PDU Session with maintaining the PDU Session.
6.47.5
Impacts on services, entities and interfaces

Editor's note:
This clause lists impacts to services and interfaces.

SMF:

-
get information from NWDAF to make decision how to handle LADN PDN Session, when informed that the UE Presence Pattern in a LADN service area is OUT, i.e.:
(1)
release the PDU Session immediately; or

(2)
deactivate the user plane connection for the PDU Session with maintaining the PDU Session.
NWDAF:
-
use LADN service area information and LADN PDU Session information with UE mobility related analytics.
-
perform UE Presence Pattern statics and predictions.
6.48
Solution #48: NWDAF assisted UP optimization for EC
6.48.1
Description

Editor's note:
Describe the solutions. (sub) clause(s) may be added to capture details, procedural flow, etc.

The solution addresses Key Issue #16: UP optimization for edge computing.

In order to promise user experience, when a UE is visiting EC server, the 5GS needs to select an appropriate anchor UPF to serve the UE. The appropriate anchor UPF here means that, the UP path via this anchor UPF can satisfy the QoS requirement well, and the number of anchor UPF relocation can be minimized.

In this solution, it is proposed to rely on NWDAF analytics to select anchor UPF and DNAI to promise user experience. Besides UE mobility analytics defined in Rel-16, a new analytics named "EC service experience/ performance analytics" is introduced, which contains the service experience/performance information for an EC application per specific area per time period.

The UE mobility analytics and "EC service experience/ performance analytics" will be notified to the SMF and EC server. Based on such NWDAF analytics, the SMF can select the anchor UPF which can provide best user experience to the UE along the UE moving trajectory and determine the most appropriate target DNAI; the EC server can determine the target DNAI and/or target EC server if EC server relocation is required.

The input data for generating the "EC service experience/ performance analytics" could be collected from 5GC and EC server. The input data collected from 5GC is defined in the Table 6.4.2-2 in TS 23.288 [5] with some additions, and the input data collected from EC server is defined in the Table 6.4.2-1 in TS 23.288 [5]. The additions to the Table 6.4.2-2 in TS 23.288 [5] is shown in the table 6.48.1-1.

Table 6.48.1-1 Additions to the Table 6.4.2-2 in TS 23.288 [5]
	Information
	Source
	Description

	Content defined in the Table 6.4.2-1 in TS 23.288 [5]
	Content defined in the Table 6.4.2-1 in TS 23.288 [5]
	Content defined in the Table 6.4.2-1 in TS 23.288 [5]

	Anchor UPF ID
	SMF
	The anchor UPF of the PDU session containing the QoS flow


The EC service experience analytics is shown in the Table 6.48.1-2.
Table 6.48.1-2 EC service experience analytics (statistic/prediction)
	Information
	Description

	EC Application ID
	

	S-NSSAI
	

	EC Service experiences (0-x)
	List of observed service experience information for the EC Application 

	>Service Experience
	service experience on visiting the EC Application

	>APP location
	Application location, could be identified by DNAI

	>Serving anchor UPF
	The involved anchor UPF

	>Spatial Validity Condition
	Indicates the specific area where the service experience can be promised

	>Temporal Validity Condition
	Indicates the specific time period in which the service experience can be promised

	>Confidence
	


The EC service performance analytics is shown in the Table 6.48.1-3.
Table 6.48.1-3 EC service performance analytics (statistic/prediction)
	Information
	Description

	EC Application ID
	

	S-NSSAI
	

	EC performance (0-x)
	List of EC performance for the EC application

	>APP location
	Application location, could be identified by DNAI

	>Serving anchor UPF
	The involved anchor UPF

	>Performance
	Performance indicators

	>> Average Traffic rate
	Average traffic rate for visiting the EC application 

	>> Maximum Traffic rate
	Maximum traffic rate for visiting the EC application

	>>Average Packet Delay
	Average packet delay for visiting the EC application

	>>Maximum Packet Delay
	Maximum packet delay for visiting the EC application

	>> Average Packet Loss Rate
	Average packet loss for visiting the EC application

	>Spatial Validity Condition
	Indicates the specific area where the service experience can be promised

	>Temporal Validity Condition
	Indicates the specific time period in which the service experience can be promised

	>Confidence
	


6.48.2
Procedures
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Figure 6.48.2-1: Procedure for NWDAF providing data analytics for an EC Application
1.
Consumer NF (e.g. SMF, AF) sends an Analytics request/subscribe (Analytics ID = UE mobility and EC Service experience/performance) to NWDAF by invoking a Nnwdaf_AnalyticsInfo_Request or a Nnwdaf_AnalyticsSubscription_Subscribe.

2-4.The NWDAF performs data collection if it hasn't subscribe the input data for the requested analytics. The NWDAF has to collect data from AMF, SMF and AF.

5.
the NWDAF derives the requested analytics.

6.
The NWDAF provide the analytics result to the consumer NF, including UE mobility analytics and EC service experience/performance analytics.

7.
During the PDU session establishment or anchor UPF change (as specified in clause 4.3.5 of TS 23.502 [3]) procedure, the SMF, as an analytics consumer, can use UE mobility analytics to predict UE location, and then check EC service experience/performance analytics, by taking UE location into account, to find which UPF and DNAI can serve the UE with the best user experience or service performance.


The AF as an analytics consumer can also use UE mobility analytics and EC service experience/performance analytics to determine which DNAI is more suitable if EC server relocation is required.

6.48.3
Impacts on services, entities and interfaces
Editor's note:
Capture impacts on existing 3GPP nodes and functional elements.

6.49
Solution #49: Selecting an Edge Application Server instance based on NWDAF analytics

6.49.1
Description

Editor's note:
Describe the solutions. (sub) clause(s) may be added to capture details, procedural flow etc.

The solution addresses Key Issue #16: UP optimization for edge computing.

As part of the Edge Computing work in SA2, the scope is to facilitate the 3GPP network to assist a UE in discovering an Application Server instance in an Edge Network. In such cases when an application client in the UE (client app) initiates an Application Server (server app) discovery the 3GPP network selects an Application Server instance (server app instance) in an Edge Network that is close to the location of the UE to ensure a low latency connection. However, this may not be always the case as at the time that the Application Server instance is selected the instance may have limited computing/network resources available due to serving a high number of UEs. Application Server instances that are not situated close to the UE may have more computing resources available at the time an application in the UE requests to discover an Application Server instance and thus offer better performance. This is illustrated in Figure 6.49.1-1, where the 3GPP network selects the server app instance of the EDN network in Location 1 because this is the closest to the UE, however, this server may provide an average latency (50ms) that is larger to average latency of an Application Server instance located at the EDN of Location 2 (10ms), which is not the closest to the UE's present location.
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Figure 6.49.1-1: Selecting an Application Server instance in an EDN network

The solution leverages the NWDAF to provide performance analytics indicating a best Application Server instance at the location where an application in the UE requests to discover an Application Server. The NWDAF collects performance data of Application Servers in each Edge Data Network and utilize this data to know the communication performance experienced by many UEs, in different locations, time of day etc. When the 3GPP network is required to select an Application Server instance, analytics from the NWDAF are used to determine the Application Server instance that provides the best performance at the time the UE requests to discover an instance at the UE's present location. This is illustrated in Figure 6.49.1-2.
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Figure 6.49.1-2: 3GPP network selecting the best application server instance at the UE location based on analytics from the NWDAF

6.49.2
Input Data

The performance data collected by an Edge Data Network are shown in the table below. The NWDAF interfaces with an AF in an EDN to collect performance data. A function in the EDN network measures the performance every time a UE establishes a communication session with an Application Server Instance in an EDN. For simplicity it assumed that this function additionally supports AF functionality.

NOTE:
It is assumed that the EDN network implements functionality to measure the performance data of one or more applications deployed in an EDN.

Table 6.49.2-1: Application Server Performance Data from EDN network

	Information
	Source
	Description

	Application ID
	AF
	The application identity associated with the communication session of the UE when the measurement was made

	UE identifier
	AF
	IP address of the UE at the time the measurements was made

	UE location
	AF
	The location of the UE when the performance measurement was made

	Application Server Instance
	AF
	The IP address of the Application Server that the UE had a communication session when the measurement was made



	Performance Data
	AF
	The performance associated with the communication session of the UE with an Application Server that includes: Average Packet Delay, Average Loss Rate and Throughput.



	Timestamp
	AF
	A time stamp associated to the communication session of the UE


6.49.3
Output Analytics

The NWDAF provides analytics for Application Server Performance shown in the following table.

Table 6.49.3-1: Application Server Performance Analytics

	Information
	Description

	Application ID
	Identifies the Application that a UE had a communication session with an Application Server network Slice for which analytics information is provided.

	Application Server Performance (1…n) 
	List of Application Servers with measured performance data.

	> Application Server Instance Address
	Identifies the Application Server Instance (IP address of the Application Server).

	> Performance of Application Server
	Performance of the Application Server over the Analytics target period.


6.49.4
Procedures
6.49.4.1
Collecting performance data from EDN networks

The figure below shows the details on how the NWDAF collects performance data from each EDN network measuring the performance of UE communication sessions with each EDN.
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Figure 6.49.4.1-1: NWDAF collecting performance data from each EDN network

0.
The NRF contains domain names served by each NEF. The AF configures via the NEF a list of applications supporting the reporting of performance data of Application Server Instances.

NOTE:
Step 0b may be carried out based on configuration at NEF or based on a new API procedure defined between the AF and the NEF.

1.
The NWDAF is configured to collect performance data for an application. The NWDAF may be configured to collect performance data for an application when e.g. there is a Service Level Agreement between the network operator and application service provider or when the NWDAF is required to provide performance analytics for this application.

2.
The NWDAF identifies the AF(s) that reports performance data for this application. Alternatively, the NWDAF may discover the NEF that interfaces with the AF(s) that reports performance data for this application. The NWDAF may retrieve this information from the NRF or may be requested as part of an Analytic request from a NF consumer.

3.
The NWDAF may interface with the NRF to obtain a list of NEFs that interface with one or more AFs reporting performance data for this application.

4.
The NWDAF subscribes with every AF that can provide performance data for the considered application. The subscription request contains an Event ID identifying the type of information to report (i.e. performance data), an identifier of the application, and additional parameters already specified in TS 23.288 [5], such as a target of event reporting (i.e. any UE) and Event Filter information (for example report performance data at a particular time of day).

5.
If the request goes via the NEF the NEF forwards the request to the appropriate AF in each EDN that the NEF can interface to (NEF registers domain names supported at the NRF).

6.
The NEF forwards the request to the AF(s)

7.
The performance measuring function in the EDN measures performance data every time an application client (client app) in the UE establishes a communication session (such as a TCP connection) with the Application Server Instance (server app instance) supporting the considered application.

8.
The performance measuring function in the EDN may get the UE location by sending a Location Report request to a Location Manager Server (see TS 23.434 [17], clause 9.2.2). The Location Manager Server than asks the Location Management Client in the UE to provide its location

9.
After the communication session is completed the AF may report the performance data for this communication session to the NWDAF. Alternatively, in order to minimize the signalling between the AF and the NWDAF, the AF may send a single report to the NWDAF containing performance data for multiple communication sessions.


In addition to the performance data the AF report the UE IP address, the address/ID of the edge application server instance hosting the application, a timestamp denoting when the performance was measured and an identifier for the application. The report may be sent to the NWDAF via the NEF.

6.49.4.2
NWDAF providing analytics indicating a best application server instance

The following figure describes how analytics provided by the NWDAF assist the 3GPP network to select an optimal Application Server instance when an Application Client in the UE requests to discover an Application Server Instance.
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Figure 6.49.4.2-1: NWDAF deriving analytics for Application Server Instance performance

0.
The NWDAF collects performance data of communication sessions with Application Server Instances each one associated with an Application from multiple EDN network as described in Figure 6.49.4.1-1.

1.
A Consumer NF in the 3GPP network is triggered to determine an Application Server Instance for an Application.

2.
The Consumer NF sends a request to the NWDAF to receive analytics of performance of server app instances hosted at an EDN at the UE location. The request also includes a requested time which denotes a request to provide statistical data of application server instance performance in the past at the time the UE request is received. The NF may query the NRF to determine the NWDAF providing analytics at the UE location.

3.
A request for Analytics is sent to the NWDAF. The request includes an Analytic ID identifying the type of analytics required (i.e. server app performance), the location of the UE where the performance data are requested and optional filters such as time of day.

4.
The NWDAF derives performance analytics for the considered application taking into account the present UE location and the requested time of the day.

5.
The NWDAF reports analytics containing a list of one or more Application Server Instances and associated statistical performance data

Editor's note:
The Consumer NF that requires Application Server Performance Analytics is FFS and will be determined according to the conclusions made for Key Issue#1 in the FS_enh_EC study.
6.49.5
Impacts on services, entities and interfaces
Editor's note:
Capture impacts on existing 3GPP nodes and functional elements.

NWDAF:

-
Collecting performance data of Application Server Instances from each EDN

-
Deriving Analytics containing a list of Application Server Instances and associated performance data at the requested UE location and time of day.

6.50
Solution #50: Network Assisted DNAI selection for Edge Computing
6.50.1
Description

This solution is for Key Issue #16: UP optimization for edge computing.

One of the benefits of edge computing is to allow locating serving resources (e.g. computational resources) near a UE, and it improves network performance due to the short distance between consumer and producer. To enable this principle, the network traffic for a service served by edge computing need to be handled differently according to user location. This solution assumes that there are multiple application servers (e.g. EAS), and the network path between PSA UPF and application servers are also different. In case, two PSA UPF are reachable to a single application server, the routing paths could be different. In means, that according to the PSA UPF selection (DNAI selection), the application traffic will experience different network performance. Figure 6.50.1-1 depict a deployment scenario of this solution.

This solution is based on the network data analytics for a DN performance (e.g. RTT, bandwidth) per application. By providing these analytics to AF or internal NF such as PCF to help the selection of optimal UPF for a specific application. To realize this solution, it is expected that 1) NWDAF collect network traffic related measurement such as per DNAI measurement of traffic volume, number of packets, 2) NWDAF analyse the network performance per DNAI for a specific service, and 3) an actuator (e.g. AF, PCF, or SMF) select optimal DNAI. In this solution, 3) is out of scope. By applying this solution, it is expected that QoE of the application will be improved thanks to the better network performances.
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Figure 6.50.1-1: Edge computing deployed environment

The below is the principles of the solution:

-
A consumer (e.g. AF, SMF, or PCF) request to subscribe to DN performance analytics to select best DNAI for a specific service. This solution assumes that a solution is represented in Application ID.

-
NWDAF collect network data to analyse DN performance for a specific application such as traffic volume, number of packets.

Editor's note:
It is FFS to how to collect input data for analytics.
-
NWDAF generates analytics output showing the DN performance (e.g. RTT, and bandwidth), and notify the output to the consumer.

-
(Out of scope) The consumer selects the best DNAI for a specific service by considering each DN performance, server load (or UPF load), and user preference in synthetically.

The consumer of these analytics shall indicate in the request or subscription:

-
Analytics Id set to "DN performance";

-
The Target of Analytics Reporting: Application ID;

-
Analytics Filter Information: one or more combinations of the following Analytics Filters: S-NSSAI, DNN;

-
An Analytics target period that indicates the time window for which the statistics or predictions are requested; and,

-
In a subscription, the Notification Correlation Id and the Notification Target Address.

6.50.2
Input Data

The inputs to bind network data for a specific application. It is expected to be contained in a subscription request from a consumer. The data collection for analytics is mainly from SMF to collect user plane performance measured at UPFs.

Table 6.50.2-1: Input Data from SMF
	Information
	Source
	Description

	S-NSSAI (optional)
	SMF
	Identifies the Network Slice for which analytics information is provided.

	DNN
	SMF
	Identifies the data network name (e.g. internet) for which analytics information is provided

	DNAI (or UPF ID)
	SMF
	Identifies the DN for which analytics information is provided

	Application ID
	SMF
	Identifies target application service

	QoS flow Bit Rate
	SMF
	The observed bit rate 

	QoS flow Packet Delay
	SMF
	The observed Packet delay.

	Packet transmission
	SMF
	The observed number of packet transmission.


Editor's note:
It is FFS to how to collect input data for analytics from other NFs.
6.50.3
Output Analytics

The output analytics of NWDAF is defined in Table 6.50.3-1.

Table 6.50.3-1: Output for DN performance

	Information
	Description

	S-NSSAI (optional)
	Identifies the Network Slice for which analytics information is provided.

	DNN
	Identifies the data network name (e.g. internet) for which analytics information is provided

	DNAI
	Identifies the DN for which analytics information is provided

	Application ID
	Identifies target application service

	Bandwidth
	The experienced bandwidth of given DNAI for an application. 

	RTT (Round Trip Time)
	The experience RTT of given DNAI for an application. 

	Service Experience
	Service Experience e.g. service MOS of given DNAI for an application.


6.50.4
Procedures

For the procedure to select an optimal DNAI by AF is depicted in Figure 6.50.4-1. The procedure is based on AF scenario. Internal NF such as PCF or SMF may consume the proposed analytics to select DNAI for a given S-NSSAI and DNN.
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Figure 6.50.4-1: A procedure to select best DNAI for a specific application

1.
An AF request DNAI performance analytics for a specific application. An application traffic is represented with Application ID. This request may be delivered via NEF.

2.
NWDAF collects network data from SMF for a requested application traffic per UPF. The NWDAF need to collect data from multiple UPFs can serve an application for S-NSSAI and DNN.

3.
NWDAF generate DN performance analytics as described in Table 6.50.3-1.

4.
NWDAF notifies the analytic to the consumer AF

5-6.
(out of scope) An AF select DNAI considering the output analytics.

6.50.5
Impacts on services, entities and interfaces
NWDAF:
-
Need to provide a new analytics for DN performance for a specific application.
-
Need to collect data from multiple UPFs (DNAIs).
NEF:
-
Need to expose DN performance analytics to AF.
6.51
Solution #51: optimization for edge computing
6.51.1
Description

6.51.1.1
General

This is a solution for the Key Issue#16: UP optimization for edge computing.
6.51.1.2
Procedure
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Figure 6.51.1.2-1: Procedure for UP optimization for edge computing

1.
The consumer MEC sends an Analytics request/subscribe (Analytics ID = Service Experience, Target of Analytics Reporting = group of UEs in area serviced by the MEC, Analytics Filter information = (Application ID, Analytics target period S-NSSAI, DNN, Area of Interest)) to NWDAF via NEF by invoking a Nnwdaf_AnalyticsSubscription_Subscribe.

2a.
NWDAF subscribes the service data from AF by invoking Nnef_EventExposure_Subscribe or Naf_EventExposure_Subscribe service (Event ID = Service Data, Event Filter information = (Application ID, Area of Interest), Target of Event Reporting = group of UEs in the area serviced by the MEC).

2b.
NWDAF subscribes the network data from 5GC NF(s) by invoking Nnf_EventExposure_Subscribe service operation.

2c.
With these data, the NWDAF estimates the Service experience for the application for the MEC.3. The NWDAF provides the data analytics to the MEC via NEF by means of Nnwdaf_AnalyticsSubscription_Notify.

NOTE:
The above steps can reuse the procedure defined in clause 6.4.4, TS 23.288 [5], with the MEC acted as a consumer.

4.
Based on statistics or prediction of observed service experience provided by NWDAF, MEC determines to adjust service parameters. E.g. service parameters of video for adjustment may be bit rate, frame rate, codec format, compression parameter, screen size, etc. In this way, the service parameters adjusted can better match the network conditions and achieve the better user experience.

6.51.2
Impacts on services, entities and interfaces
MEC:

-
Support the adjustment of service parameters based on analysis provided by NWDAF.
6.52
Solution #52: Accuracy levels and options

6.52.1
Description

6.52.1.1
General

This is a solution for the KI#17 "Definition of accuracy levels".

Accuracy depends on the subsets of analytics produced (continuous versus discrete values, vectors) per analytics ID. Accuracy constraints, in the scope of the NWDAF, are requirements on the quality of expected outputs. Accuracy levels with finer grain can guide the choice of relevant data collection and calculation models, and the amount of resources (signalling, calculation) to be mobilized.

The control of accuracy may be modified under the following principles:

-
Add 2 additional values to the existing "accuracy levels" parameter, i.e. allow up to 4 levels;

-
Define a similar parameter per subset of analytics.

6.52.1.2
Procedures

The NWDAF adapts data collection and computation models according to the accuracy options.
No impact on procedures is necessary.

6.52.2
Impacts on services, entities and interfaces

Editor's note:
This clause lists impacts to existing entities and interfaces. In the 5GC Control Plane, the impacts shall be described in the form of additional NF Services and modifications to existing NF Services.

Additional parameters on Nnwdaf.

6.53
Solution #53: Support of Multiple NWDAF with Efficient Cooperation
6.53.1
Functional description
The solution addresses Key Issue #2: Multiple NWDAF instances.
In general, we think for multiple NWDAF instances, two architecture options can be considered, i.e. hierarchical and distributed.
For hierarchical NWDAF architecture, Local NDWAF only has connection with Central NWDAF which means a tree topology is assumed. With such tree topology, both central NWDAF and local NWDAF can discover each other which means they don't need to consult NRF dynamically. The linkage between Local NWDAF and Central NWDAF can be configured statically.
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Figure 6.53.1-1: Hierarchical NWDAF Architecture
For distributed NWDAF architecture, there is no central NWDAF, multiple NWDAF have peer-to-peer relationship among each other. There may be no need to have full mesh linkage between NWDAF instances but meanwhile, we think there is neither need to restrict the number of NWDAF linkages with other NWDAF. NRF interaction may be needed to configure the linkage between NWDAF instances or such linkage can be configured in NWDAF.
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Figure 6.53.1-2: Distributed NWDAF Architecture

To achieve efficient cooperation, firstly, a NWDAF instance needs to be aware of their profiles which means one NWDAF is aware of what kind of analytics IDs a linked NWDAF can support. Secondly, NWDAF needs to exchange their load status information so that one NWDAF can figure out the possibility to shift some analytics task to another.  Thirdly, NWDAF can interact with each other to carry out the transferring of these analytics tasks.
6.53.2
Procedures

Figure 6.53.2-1 provides the procedure for NF consumer and NWDF interaction to realize real-time NWDAF communication.
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Figure 6.53.2-1: Procedure for Centralized NWDAF architecture
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Figure 6.53.2-2: Procedure for Distributed NWDAF architecture
6.53.3
Impacts on services, entities and interfaces

Editor's note:
This clause describes impacts to existing entities and interfaces.

For centralize NWDAF architecture, Central NWDAF and Local NWDAF needs support the exchange of profile, load information and negotiate how to transfer the analytics and data collection tasks.

For distributed NDWAF architecture, NWDAFs need to support the exchange of profile, load information and negotiate how to transfer the analytics and data collection tasks.
6.54
Solution #54: Pre-analytics based solution for Real-Time communication with NWDAF
6.54.1
Description
Editor's note:
Describe the solutions. (sub) clause(s) may be added to capture details, input data, output analytics, procedural flow etc. if necessary.

6.54.1.1
General
This solution addresses key issue #18: Enhancement for real-time communication with NWDAF.

Based on the procedures defined in TS 23.288 [5], an NWDAF analytic process may include the following steps:

1.
NWDAF service consumer subscribe at NWDAF to be notified on analytics information by using Nnwdaf_AnalyticsSubscription service, or requests to get from NWDAF analytics information by using Nnwdaf_AnalyticsInfo service.
2.
NWDAF collects data from the data sources (e.g. NF such as AMF, SMF, PCF, and AF; OAM) as a basis of the computation of network analytics.
3.
NWDAF derives requested analytics information based on the data collected from the data source(s).
4.
NWDAF provides requested analytics information to the NWDAF service consumer by using Nnwdaf_AnalyticsInfo_Request Response or Nnwdaf_AnalyticsSubscription_Notify service operation.
The existing procedures for analytics derivation (step 3 as mentioned above) are triggered by the request from NWDAF service consumer. The observation of the existing mechanism so far is that:
-
The data analytics derivation cannot be done before receiving an analytics request from the NWDAF service consumer.
For preventing the extra time caused by the existing mechanism, this solution proposes to enhance NWDAF to support real-time communication capability, which enables the NWDAF to process data pre-analytics for some specific Analytics ID(s) before receiving the analytics request from the NWDAF service consumer. A real-time communication capable NWDAF should start data collection and corresponding analytics for specific Analytics ID(s) when it completes the NF service Registration procedure as specified in clause 4.17.1, TS 23.502 [3], and continuously derive the analytics results in order to respond to the analytics requester NF as soon as possible.
Editor's note:
Real-time communication may only apply to some of the specific Analytic IDs. Which specific Analytic IDs are applicable to real-time communication is FFS.
A real-time communication capable NWDAF should send the real-time communication capability and the Analytics ID(s) which are applicable to real-time communication to the NRF as part of its NF Profile during the NF service Registration procedure as specified in clause 4.17.1, TS 23.502 [3]. The NRF should take the real-time communication capability information per Analytics ID into account during the NWDAF discovery procedure performed by NWDAF service consumer.

A real-time communication capable NWDAF may support several Analytics IDs, and it is possible that some of the Analytics IDs supported by the real-time communication capable NWDAF are applicable to real-time communication while others are not.

During the NWDAF discovery procedure (as specified in clause 4.17.4 or 4.17.9, TS 23.502 [3]), the NWDAF service consumer may indicate whether it expects real-time communication with NWDAF for specific Analytics ID(s) in the service discovery request. Based on the information corresponding to the real-time communication expectation received from the NWDAF service consumer, the NRF selects a suitable real-time communication capable NWDAF for the NWDAF service consumer. In case of delegate service discovery, the indication of whether real-time communication with NWDAF is needed is included in the request sent from the NWDAF service consumer to the SCP. The NWDAF service consumer then establishes the Analytics Request procedure (as specified in clause 6.1.2, TS 23.288 [5]) to the selected real-time communication capable NWDAF.

NOTE:
When establishing a real-time communication with a NWDAF, the NWDAF service consumer should only use the Analytics Request procedure as specified in clause 6.1.2, TS 23.288 [5].
Upon receiving the Analytics Request from the NWDAF service consumer, the real-time communication capable NWDAF provides the requested analytics information to the NWDAF service consumer based on the pre-analytics result immediately.
Editor's note:
The real-time communication capable NWDAF may not possess the requested analytics information when receiving an analytics request (e.g. the real-time communication capable NWDAF receives an analytics request immediately after it completes its registration to NRF).What action will be taken under this situation is FFS.
6.54.1.2
Real-time communication capable NWDAF registration
The following impacts are applicable to clause 4.17.1, TS 23.502 [3] when a real-time communication capable NWDAF becomes operative for the first time:
-
Step 1: The real-time communication capable NWDAF sends Nnrf_NFManagement_NFRegister Request message to NRF, additionally includes the real-time communication capability information and corresponding Analytics ID(s) which are applicable to real-time communication as part of its NF Profile.
6.54.1.3
Real-time communication capable NWDAF discovery
The following impacts are applicable to clause 4.17.4, TS 23.502 [3] when a NWDAF service consumer requests the NRF for the discovery of a real-time communication capable NWDAF:
-
Step 1: The NWDAF service consumer sends Nnrf_NFManagement_NFDiscover Request message to NRF, includes an indication which indicates it expects real-time communication with NWDAF for specific Analytics ID(s).
The following impacts are applicable to clause 4.17.9, TS 23.502 [3] when a NWDAF service consumer requests for the discovery of a real-time communication capable NWDAF with delegated service discovery:
-
Step 1: The NWDAF service consumer sends the service request message to SCP, includes an indication which indicates it expects real-time communication with NWDAF for specific Analytics ID(s).
6.54.1.4
Real-time communication capable NWDAF based data pre-collection and pre-analytics
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Figure 6.54.1.4-1: Data pre-analytics procedure
0.
The real-time communication capable NWDAF successfully registered in NRF.
1.
The real-time communication capable NWDAF subscribes to the data source for necessary data/event reporting by sending Data collection Subscribe Request. In cases of different scenarios, the Data collection Subscribe procedure may be:
-
Nnf_EventExposure_Subscribe in case of the data source is an NF.
-
Nnef_EventExposure_Subscribe in case of the data source is an AF. In this case, the service data subscribe request should be forwarded from NEF to AF by invoking Naf_EventExposure_Subscribe service operation.
-
Nnrf_NFManagement_NFStatusSubscribe in case of the data source is an NRF.
-
Subscribe (Input) in case of the data source is an OAM.
The real-time communication capable NWDAF should additionally include a continuous data reporting indication in the Data collection Subscribe Request to indicate the data source to report the subscribed data/event continuously to the real-time communication capable NWDAF until the real-time communication capable NWDAF unsubscribes the data/event reporting. The immediate reporting flag may be used by the real-time communication capable NWDAF, if available, to obtain the current status of the subscribed event.
NOTE:
In case of the data source is an NRF, the real-time communication capable NWDAF may invoke Nnrf_NFDiscovery service before invoking Nnrf_NFManagement_NFStatusSubscribe to obtain the current NF information from the NRF.
The data source responds the request by sending Data collection Subscribe Response to the real-time communication capable NWDAF.
2.
Data source notifies to the real-time communication capable NWDAF the subscribed data/event continuously based on the continuous data reporting indication received from the real-time communication capable NWDAF in Data collection Subscribe Request. The data/event notification can be done by:
-
Nnf_EventExposure_Notify in case of the data source is an NF.
-
Naf_EventExposure_Notify in case of the data source is an AF.

In this case, the service data notification should be forwarded from NEF to real-time communication capable NWDAF by invoking Nnef_EventExposure_Notify service operation.
-
Nnrf_NFManagement_NFStatusNotify in case of the data source is an NRF.
-
Notification (notifyFileReady) in case of the data source is an OAM.
3.
The real-time communication capable NWDAF processes pre-analytics for the Analytics ID(s) which are applicable to real-time communication based on the data/event reported by the data source. The real-time communication capable NWDAF should keep updating the analytics result of specific Analytics ID(s) when receiving new notification from the data source.
NOTE:
The trained data model is derived by the real-time communication capable NWDAF itself during the data pre-analytics procedure or shared from other NWDAFs relies on the conclusion of KI#19.
4.
The real-time communication capable NWDAF sends Data collection Unsubscribe Request to data source when it decides not to collect data from the data source. The Data collection Unsubscribe procedure may be:
-
Nnf_EventExposure_Unsubscribe in case of the data source is an NF.
-
Nnef_EventExposure_Unsubscribe in case of the data source is an AF.

In this case, the service data subscribe request should be forwarded from NEF to AF by invoking Naf_EventExposure_Unsubscribe service operation.
-
Nnrf_NFManagement_NFStatusUnsubscribe in case of the data source is an NRF.
-
Unsubscribe operation in case of the data source is an OAM.
The data source stops reporting data/event to the real-time communication capable NWDAF and responds the request by sending Data collection Unsubscribe Response to the real-time communication capable NWDAF.
6.54.1.5
Analytics Request
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Figure 6.54.1.5-1: Network data analytics Request to a real-time communication capable NWDAF
1.
The NWDAF service consumer requests analytics information by invoking Nnwdaf_AnalyticsInfo_Request service operation, and includes real-time communication flag per Analytics ID(s) in the request message. The Nnwdaf_AnalyticsInfo_Request message may be forwarded by an NEF to the real-time communication capable NWDAF in case of the NWDAF service consumer is an AF.
2.
The real-time communication capable NWDAF responds with analytics information to the NWDAF service consumer by Nnwdaf_AnalyticsInfo_Request Response.

Editor's note:
The real-time communication capable NWDAF may not possess the requested analytics information when receiving an analytics request (e.g. the real-time communication capable NWDAF receives an analytics request immediately after it completes its registration to NRF).What action will be taken under this situation is FFS.
6.54.2
Impacts on services, entities and interfaces

Editor's note:
This clause lists impacts to services and interfaces.

NWDAF:

-
Supports to additionally include the real-time communication capability and corresponding Analytics ID(s) which are applicable to real-time communication as part of its NF Profile during the NF service Registration Procedure.
-
Supports to process continuous data collection after the NF service Registration procedure without receiving analytics request from NWDAF service consumer.
-
Supports to process pre-analytics for specific Analytics ID(s) continuously after obtaining the necessary data.
NRF:

-
Supports to maintain the NF Profile of real-time communication capable NWDAF including the real-time communication capability.

-
Supports to discover a real-time communication capable NWDAF based on corresponding indication received from the NWDAF service consumer for real-time communication with NWDAF for specific Analytics ID(s).
NWDAF service consumers:
-
Supports to include an indication in the NF service discovery request which indicates that real-time communication with NWDAF for specific Analytics ID(s) is needed.

-
Supports to include real-time communication flag per Analytics ID(s) in the Nnwdaf_AnalyticsInfo_Request message.

6.55
Solution #55: Enhancement for Real-Time and Near-Real-Time Communication with NWDAF
This solution addresses key issue #18: Enhancement for real-time communication with NWDAF.
6.55.1
Functional description
The definition of real-time and non-real-time NWDAF communication

Real-time NWDAF communication: The NWDAF can perform analytics and provide the outcome to the NF consumer within a time perioed which is less than the expected analytics delay.

Near real time NWDAF communication: The NWDAF can perform analytics and provide the outcome to the NF consumer within a time period which is close to the expected analytics delay.

Editor's note:
The expected analytics delay corresponds to actual time NWDAF takes to carry out the analytics including data collection, analysis and delivery of outcome. Whether the expected analytics delay should be reworded into other term is FFS.
To realize real-time NWDAF communication, we think it necessary to have a solution which the required analytics delay from the NF consumer can be acquired and NWDAF can judge whether it can support real-time communication with the NF consumer.

From functional perspectives, the NF consumer can provide the required analytics delay when subscribe analytics services or request analytics. The NWDAF, upon receiving such subscribe or request, can decide whether the required delay from consumer can be supported. If not, it can indicate to the NF consumer so that NF consumer is aware whether it can perform real-time communication with NDWAF.

6.55.2
Procedures

Figure 6.55.2-1 provides the procedure for NF consumer and NWDF interaction to realize real-time NWDAF communication.
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Figure 6.55.2-1: NF consumer and NWDF interaction to support real-time NWDAF communication.

6.55.3
Impacts on services, entities and interfaces

Editor's note:
This clause describes impacts to existing entities and interfaces.

NF consumer and NWDAF needs to exchange expected analytics delay and whether the delay can be supported.
6.56
Solution #56: Trained Data Model Sharing between NWDAF instances

6.56.1
Description

This is a solution for KI #19. It is also related to KI #2- Multiple NWDAF instances and KI #1- Logical decomposition of NWDAF and possible interactions between logical functions.

6.56.1.1
General

This contribution provides a solution for NWDAF instance to share a trained data model to other NWDAF instances.

A provider NWDAF instance provides the trained data model to consumer NWDAF instances via data model provision service. It registers its capability to expose a trained data model in the NRF. A consumer NWDAF instance discovers the address of the provider NWDAF instance by inquiring the NRF.

Table 6.56.1.1-1: NWDAF services for model provision

	Service Name
	Service Operations
	Operation

Semantics
	Example Consumer(s)

	Nnwdaf_DataModelProvision
	Subscribe
	Subscribe / Notify
	NWDAF

	
	Unsubscribe
	
	

	
	Notify
	
	

	Nnwdaf_DataModelInfo
	Request
	Request / Response
	NWDAF


The Nnwdaf_DataModel Provision service or Nnwdaf_data ModelInfo service should include the following input and output.

Input:

-
Model type(algorithm), model inputs(e.g. event ID/feature set) and outputs(e.g. analytics ID)

-
Optional: area of interests, UE types, application ID, NSSAI, time

-
Optional: requested model parameters

Output:

-
Model description or requested model parameters.

After the service discovery, the consumer NWDAF instances can either subscribe to the data model provision service (to get always the updated model/model parameter) or request a data model/model parameter (one time request).

Detailed procedures for trained model registration, discovery and consumption is described in clause 6.56.1.2.

6.56.1.2
Procedures
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Figure 6.56.1.2-1: Procedures for trained model registration, discovery and consumption

1.
Provider NWDAF registers its trained model provision capability (i.e. "dataModelProvision service" with a list of supported model) as part of its profile in the NRF.

2.
NRF stores the NWDAF profile.

3.
NRF sends registration response to provider NWDAF.

4.
Consumer NWDAF sends discovery request of "dataModelProvision service" with a list of service parameters (e.g. model type, analytics ID, feature sets/input event IDs, etc.) to NRF.

5.
NRF response with the NWDAF instance which provides the requested "dataModelProvision service".

6.
Consumer NWDAF requests/subscribes to the "dataModelProvision service" of the discovered provider NWDAF instance.

7.
The discovered provider NWDAF instance response with the requested trained data model/model parameters.

NOTE:
The data model itself is provided to the consumer NWDAF instances in a file/transparent container.

6.56.2
Impacts on services, entities and interfaces
NWDAF:

-
Service base interface for exposing a trained data model/parameters.
-
Service base interface for receiving a trained data model/parameters.
-
Extended NWDAF profile with also trained model provision capability.
6.X
Solution for Key Issue #: <Solution Title>

6.X.1
Description

Editor's note:
Describe the solutions. (sub) clause(s) may be added to capture details, input data, output analytics, procedural flow etc. if necessary.

6.X.2
Input Data

6.X.3
Output Analytics

6.X.4
Procedures

6.X.5
Impacts on services, entities and interfaces

Editor's note:
This clause lists impacts to services and interfaces.
7
Overall Evaluation
Editor's note:
This clause will provide evaluation of different solutions.
8
Conclusions

Editor's note:
This clause is intended to list conclusions that have been agreed during the course of the study item activities. This should also capture the guiding principles and documentation approach for creating CRs to normative specifications within the responsibility of SA WG2.
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6. Nsmf_EventExposure_Notify (DNAI change)
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