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[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall		indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should		indicates a recommendation to do something
should not	indicates a recommendation not to do something
may		indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can		indicates that something is possible
cannot		indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will		indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not		indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: _Toc164779096][bookmark: _Toc164779350][bookmark: _Toc164791806]Introduction
Data analytics is a useful tool for the operator to help optimizing the service offering by predicting events related to the network or slice or UE conditions. 3GPP introduced data analytics function (NWDAF) [2] to support network data analytics services in 5G Core network, management data analytics service (MDAS) [3] to provide data analytics at the OAM, and application data analytics service (ADAES) [4]. 
In this direction, the support for AI/ML services in 3GPP system has been studied for providing AI/ML enabled analytics in NWDAF, as well as for assisting the ASP/3rd party AI/ML application service provider for the AI/ML model distribution, transfer, training for various applications (e.g., video/speech recognition, robot control, automotive).
Considering vertical-specific applications and edge applications as the major consumers of 3GPP-provided data analytics services, the application enablement layer can play role on the exposure of AI/ML services from different 3GPP domains to the vertical/ASP in a unified manner; and on defining, at an overarching layer, value-add support services for assisting AI/ML services provided by either the VAL layer or the application enablement layer (for enhancing the SEAL ADAES services).
This technical report identifies the key issues and corresponding application architecture and related solutions with recommendations for the normative work.
[bookmark: scope][bookmark: _Toc164779097][bookmark: _Toc164779351][bookmark: _Toc164791807]
1	Scope
The present document is a technical report which identifies the application enabling layer architecture, capabilities, and services to support AI/ML services at the application layer. 
The aspects of the study include the investigation of application enablement impacts, the application enablement layer architecture enhancements and solutions needed to provide assistance in AI/ML operations (model distribution, transfer and training) at the VAL layer as well as at the application enablement layer (e.g., SEAL ADAES, EDGEAPP).
The study takes into consideration the work done for AI/ML in 3GPP TS 23.288 [2] and Rel-18 AIMLsys (3GPP  TS  23.501 [5] and 3GPP  TS  23.502 [6]), 3GPP  TS  28.104  [3] and may consider other related work outside 3GPP.
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The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services".
[3]	3GPP  TS  28.104: "Management and orchestration; Management Data Analytics".
[4]	3GPP TS 23.436: "Functional architecture and information flows for Application Data Analytics Enablement Service".
[5]	3GPP  TS  23.501: "System Architecture for the 5G System; Stage 2".
[6]	3GPP  TS  23.502: "Procedures for the 5G System (5GS)".
[7]	3GPP TS 23.434: "Service Enabler Architecture Layer for Verticals (SEAL); Functional architecture and information flows".
[8]	3GPP TS 23.401: "General Packet Radio Service (GPRS) enhancements for Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access".
[9]	3GPP TS 28.105: "Management and orchestration; Artificial Intelligence/ Machine Learning (AI/ML) management".
[10]	3GPP TS 22.261: "Service requirements for the 5G system".
[11]	3GPP  TR  26.927: “Study on Artificial Intelligence and Machine learning in 5G media services”.
[12]	3GPP  TR  22.874: “Study on traffic characteristics and performance requirements for AI/ML model transfer”.
[13]	3GPP TS 26.531: "Data Collection and Reporting; General Description and Architecture".
[14]	3GPP TS 23.558: “Architecture for enabling Edge Applications”.


[bookmark: definitions][bookmark: _Toc164779099][bookmark: _Toc164779353][bookmark: _Toc164791809]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc164779100][bookmark: _Toc164779354][bookmark: _Toc164791810]3.1	Terms
[bookmark: _Hlk151032834]For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
[bookmark: _Hlk151537463]ML model: According to 3GPP TS  28.105  [9], mathematical algorithm that can be "trained" by data and human expert input as examples to replicate a decision an expert would make when provided that same information.
ML model lifecycle: The lifecycle of an ML model includes data collection, data processing, model training, model verification, model, instantiation and deployment, model monitoring and termination of ML model components. 
ML model training: According to 3GPP TS  28.105  [9], ML model training includes capabilities of an ML training function or service to take data, run it through an ML model, derive the associated loss and adjust the parameterization of that ML model based on the computed loss.
ML model inference: According to 3GPP TS  28.105  [9], ML model training includes capabilities of an ML model inference function that employs an ML model and/or AI decision entity to conduct inference.
AI/ML enablement: an application enablement framework consisting of one or more AI/ML enabler capabilities based on the SA6 provider implementation. Such function can be deployed as (or within) an enablement layer server (e.g. SEAL or ADAES) or client.
AI/ML client: an application layer entity (also referred as ML client) which is an AI/ML endpoint, and performs client-side operations (e.g. related to the ML model lifecycle). Such AI/ML client can be a VAL client or AIML enabler client and may be configured e.g. to provide ML model training and inference locally e.g. at the VAL UE side. 
AI/ML server: an application layer entity which is an AI/ML endpoint, and performs server-side operations (e.g. related to the ML model lifecycle). Such AI/ML server can be a VAL server or AIML enabler server. 
FL member: An FL member or participant is an entity which has a role in the FL process. An FL member can be an FL client performing ML model training, or an FL server performing aggregation/collaboration for the FL process. The FL member in this study is assumed to be either a functionality at the VAL UE or at the network/server side (AIML enablement server, VAL server).
FL client: An FL member which locally trains the ML model as requested by the FL server.
FL server: An FL member which generates global ML model by aggregating local model information from FL clients.
[bookmark: _Toc164779101][bookmark: _Toc164779355][bookmark: _Toc164791811]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc164779102][bookmark: _Toc164779356][bookmark: _Toc164791812][bookmark: _Hlk83975617]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
ADAES	Application Data Analytics Enablement Server
A-ADRF	Application layer - Analytical Data Repository Function
AnLF	Analytics logical function
ASP	Application Service Provider
A-DCCF	Application layer - Data Collection and Coordination Function
MDAS		Management Domain Analytics Service
MFAF	Messaging Framework Adaptor Function
MTLF	Model Training logical function
MTME	ML Model Training and Management Entity
MLT	ML training Function
NWDAF	Network Data Analytics Function
OAM	Operation, Administration and Maintenance
SEAL		Service Enabler Architecture Layer
VFL	Vertical Federated Learning


[bookmark: _Toc478400617][bookmark: _Toc533164672][bookmark: _Toc475064955][bookmark: _Toc164779103][bookmark: _Toc164779357][bookmark: _Toc164791813]4	Analysis of AI/ML support in 3GPP
[bookmark: _Toc164779104][bookmark: _Toc164779358][bookmark: _Toc164791814][bookmark: _Hlk151537608]4.1	AI/ML related use cases and requirements in 3GPP
[bookmark: _Toc164779105][bookmark: _Toc164779359][bookmark: _Toc164791815]4.1.1	Description
3GPP  SA1 has identified use cases (3GPP TR  22.874  [12]) and requirements (in 3GPP TS  22.261 [10]) for the support of AI/ML model distribution, transfer, training for various applications (e.g., video/speech recognition, robot control, automotive), also covering the support for Distributed AI training/inference based on direct device connection. 
The use cases provided in 3GPP TS  22.261 [10] are covering:
-	AI/ML operation splitting between AI/ML endpoints: The AI/ML operation/model is split into multiple parts according to the current task and environment. 
-	AI/ML model/data distribution and sharing over 5G system: multi-functional mobile terminals might need to switch the AI/ML model in response to task and environment variations. Hence, 5GS needs to support the distribution and sharing of the model.
-	Distributed/Federated Learning over 5G system: The cloud server trains a global model by aggregating local models partially trained by each end devices. 
Based on these use cases, there are Stage  1 requirements which are relevant for application enablement..
[bookmark: _Toc164779106][bookmark: _Toc164779360][bookmark: _Toc164791816]4.1.2	Analysis
Editor's Note: The analysis of stage 1 requirements which are relevant to SA6 is FFS, based on the progress of the Key Issues.
Table 4.1.2-1 lists the 3GPP specifed AI/ML service requirements which may have impact on application enablement layer. The requirements are grouped by functional areas.
Table 4.1.2-1: 3GPP AI/ML related requirements from 3GPP TS 22.261 [10] which may have impact on application enablement layer
	Sl.
	Requirements
	Application enabler layer relevance

	1
	Direct Network Connection 

	1.1
	Based on operator policy, 5G system shall be able to provide means to predict and expose predicted network condition changes (i.e. bitrate, latency, reliability) per UE, to an authorized third party.
	The exposure of predicted network condition changes may require enhancements of the enablement layer (which may consume NEF / OAM services and provide abstraction on top).

	1.2
	Subject to user consent, operator policy and regulatory constraints, the 5G system shall be able to support a mechanism to expose monitoring and status information of an AI-ML session to a 3rd party AI/ML application. 
	The AI-ML session is an application layer session between two or more AI/ML endpoints. Such monitoring / exposure has impact on application enablement layer.

	2
	Direct Device Connection

	2.1
	Based on user consent, operator policy and trusted 3rd party request, the 5G system shall be able to dynamically add or remove specific UEs to/from the same service (e.g. a AI-ML federated learning task) when communicating via direct device connection.
	The 5GS support to add or remove group members from the same “application service” is a task within AIML enablement scope since the ML/FL members of the group are application layer entities (e.g. application client at VAL UE side).

	2.2
	Based on user consent, operator policy and trusted 3rd party request, the 5G system shall be able to support means to monitor the QoS characteristics (e.g. data rate, latency) of traffic transmitted via direct device connection or relayed by a UE, and 5G network expose the monitored information to the 3rd party.

	

The AI-ML session is an application layer session between two or more AI/ML endpoints (VAL UEs in direct connection). QoS monitoring, prediction negotiation and exposure to the 3rd party has impact on application enablement layer since it involves monitoring/predicting and exposing application or e2e QoS parameters for the AI-ML sessions.

	2.3
	Subject to user consent, operator policy and trusted 3rd party request, the 5G system shall be able to provide means the network to predict and expose QoS information changes for UEs’ traffic using direct or indirect network connection (e.g., bitrate, latency, reliability).The 5G system shall be able to support a mechanism for a trusted third-party to negotiate with the 5G system for a suitable QoS for direct device connections of multiple UEs exchanging data with each other (e.g. a group of UEs using the same AI-ML service).
	

	2.4
	Subject to user consent, regulation, trusted 3rd party’s request and operator policy, the 5G network shall be able to expose information to assist the 3rd party to determine candidate UEs for data transmission via direct device connection (e.g. for AIML model transfer for a specific application).
	The assistance of 5GS to the 3rd party (ASP/vertical) to determine candidate UEs lies within SA6 scope for the case since the ML/FL member UEs are application layer entities (e.g. application client at VAL UE side).

	2.5
	Subject to user consent, operator policy, regulation and trusted 3rd party’s request, the 5G network shall be able to expose information of certain UEs using the same service to the 3rd party (e.g. to assist a joint AIML task of UEs in a specific area using direct device communication)
	The assistance of 5GS to the 3rd party (ASP/vertical) to expose information of members of a certain service may be within SA6 scope for the case where the ML/FL members of the group are application layer entities (e.g. application client at VAL UE side).




[bookmark: _Toc164779107][bookmark: _Toc164779361][bookmark: _Toc164791817]4.2	AI/ML related stage 2 work in 3GPP
[bookmark: _Toc164779108][bookmark: _Toc164779362][bookmark: _Toc164791818]4.2.1	Description
[bookmark: _Toc164779109][bookmark: _Toc164779363][bookmark: _Toc164791819]4.2.1.1 	3GPP SA2
3GPP  SA2 started from Rel-16 to investigate the AI/ML support focusing on the main two aspects.
1) AI-ML support in NWDAF
Network analytics and AI/ML is deployed in the 5G core network via the introducing of NWDAF consider the support of various analytics types that can be distinguished using different Analytics IDs, e.g., “UE Mobility”, “NF Load”, etc. as elaborated in 3GPP TS  23.288  [2]. Each NWDAF may support one or more Analytics IDs and may have the role of: (i) AI/ML inference called NWDAF AnLF, or (ii) AI/ML training called NWDAF MTLF or (iii) both. 


Figure  4.2.1.1-1: NWDAF architecture for analytics generation based on trained models
Figure  4.2.1.1-1 illustrates the various NWDAF deployment flavours and their respective input data sources and the potential consumer for analytics output results. Specifically, NWDAF relies on various sources of data input including data from 5G core NFs, AFs, 5G core repositories, e.g., NRF, UDM, etc., and OAM data, including performance measurements (PMs), KPIs, configuration management data and alarms. An NWDAF may provide in turn analytics output results to 5G core NF, AFs, and OAM. Optionally, DCCF and MFAF may be involved to distribute and collect repeated data towards or from various data sources.
For FL use cases, in Release 18, 3GPP defined federated learning amongst different NWDAF MTLFs where ML model training is running in multiple local MTLFs.
2) Network assistance for AI-ML services
As part of AIMLSys, enhancements to 5GC (as specified in 3GPP TS  23.501  [5] clause  5.46) are specified for assisting the AI/ML operations in the application layer (between one or more AI/ML users and AI/ML server). In this direction, NEF may assist the AI/ML application server in scheduling available UE(s) to participate in the AI/ML operation (e.g. Federated Learning). Also, 5GC may assist the selection of UEs to serve as FL clients, by providing a list of target member UE(s), then subscribing to the NEF to be notified about the subset list of UE(s) (i.e. list of candidate UE(s)) that fulfil certain filtering criteria.
[bookmark: _Toc164779110][bookmark: _Toc164779364][bookmark: _Toc164791820]4.2.1.2 	3GPP SA4
SA4 has an ongoing study on AI and ML for Media (3GPP TR  26.927  [11). This study aims to identify relevant interoperability requirements and implementation constraints of AI/ML in 5G media services. This study includes media-based AI/ML use cases and architecture considerations related to media services.
[bookmark: _Toc164779111][bookmark: _Toc164779365][bookmark: _Toc164791821]4.2.1.2 	3GPP SA5
3GPP SA5 in Rel-17 has provided a work on AI/ML management (3GPP TS  28.105  [9]) focusing on AI/ML capabilities (e.g. ML training MnS/MF) at OAM side. 3GPP TS  28.105 [9] specifies the AI/ML management capabilities and services for 5GS where AI/ML is used, including management and orchestration (e.g. MDA, see 3GPP  TS 28.104 [3]). In this work, an ML training Function (MLT) playing the role of ML training MnS producer is introduced which may consume various data from 5GS for ML training purpose and provides the training outputs to other management functions in OAM.
[bookmark: _Toc164779112][bookmark: _Toc164779366][bookmark: _Toc164791822]4.2.2	Analysis
Editor's Note: The analysis of stage 2 work which is relevant to SA6 is FFS.
Both 3GPP SA2 and 3GPP SA5 have investigated the use of AI/ML for either enhancing core and management domain operations, or for providing assistance for 3rd party AI/ML services. Current solutions from other WGs do not cover:
· Support application layer aspects on top of 5GC/OAM, where the ML models and the ML/FL member are application layer entities at the server or UE side.
· Support for vertical use cases, by providing support capabilities for the application-layer AI/ML endpoints at the vertical/enterprise domains. 
· Support for AI/ML operations, where the ML entities belong to different domains (e.g. edge/cloud, vertical premises) and networks (PLMNs/NPNs).
· Support cases where the VAL UE plays role in the AI/ML model lifecycle/ workflow. As example, the VAL UE can be selected as FL client which is not considered in other 3GPP workgroups.
· Support AIML application service continuity (e.g. undisrupted FL service continuity)and adapting to dynamic changes (e2e QoS downgrades, app mobility, ML member availability change).
· Support for ML model splitting and distribution.
[bookmark: clause4][bookmark: _Toc164779113][bookmark: _Toc164779367][bookmark: _Toc164791823]5	Key issues
[bookmark: _Toc164779114][bookmark: _Toc164779368][bookmark: _Toc164791824]5.1	Key issue #1: Support of Architecture Enhancement and Functions for Application Layer AI/ML Services
SA2 Rel-18 AIMLsys (in 3GPP  TS  23.501 [5] and 3GPP  TS  23.502 [6]) studied 5G System support for AI/ML-based services in application layer with the assumptions, for example:
-	Application AI/ML operation logic is controlled by an Application Function (AF).
-	AF request to the 5G System in the context of 5GS assistance to Application AI/ML operation. 
-	For application layer Federated Learning, there may one application server (e.g., an AF) controlling the application layer DML/FL training process among multiple application clients (e.g., UEs).
3GPP SA1 Rel-18 and Rel-19 identified requirements for the support of AI/ML model distribution, transfer, training for various applications, e.g., video/speech recognition, robot control, automotive, in 3GPP  TS .22.874 [12], TS 22.876, and 3GPP TS  22.261 [10]. Such use cases and requirements from 3GPP SA1 have application layer impacts, e.g., require the support of corresponding architecture and functions to provide assistance in application layer AI/ML operations on model distribution, transfer and training.
In particular, to support the AI/ML services in application layer in the edge computing scenarios, more requirements may be introduced, e.g., the computing capability in the edge data network may be limited, the AI/ML model cannot be trained in the edge data network while the trained model should be deployed at the edge to perform inference tasks. 
In this situation, some interaction and cooperation between edge network and core network may be needed to support the AI/ML model distribution and transfer, e.g., trained model may need to be pushed to the edge data network to ensure real-time usage of model; at the same time, edge datasets may also be shared to the core network to assist in continuous optimization of the training model.
Consider a scenario where the VAL server uses AIML enabler exposure functionality or 5GS FL member selection functionality to select the potential candidates for its AIML service. The VAL server can select the UEs to start the AIML service like FL. The VAL server can have two options :
· 1.	The VAL server can start its AIML service directly with its chosen AIML members like UEs and bypass the AIML Enabler layer like OTT approach. In this method, the AIML enabler layer will not know about the status of AIML service like AIML service is started or stopped, etc. Since AIML enabler layer has no idea about the AIML service status, it cannot provide any assistance for the involved AIML members during the process. Also, the AIML service is dependent on the network and subject to varying network conditions, this may impact the performance of the overall AIML service.
· 2.	The VAL server can start its AIML service directly with its chosen AIML members and could use the AIML Enabler layer to seek assistance for the AIML service. In order to seek assistance, the VAL server needs to inform the AIML enabler layer about its AIML service status or and use the AIML enabler server to manage the AIML service. 
Currently, the AIML enabler layer has no capability to manage the service operation and neither any exposure capability for the same. 
The AIML services like FL could involve large number of clients and this increases the complexity for the VAL server to manage the connection with each client. The enabler layer can help VAL server to reduce the complexity in managing the service. For example, the enabler layer can assist to attempt the retries to assist the service establishment or re-establish the service for clients in case of timeouts/disconnection due to outage (e.g., RLF).
Therefore, to support the AI/ML services in application layer, the following aspects need to be studied:
1. -	Whether and how to enhance the architecture and related functions to support application layer AI/ML services.
2. -	Whether and how the above architecture enhancement and related functions supporting the management/execution of AI/ML lifecycle operations.
Editor's note: How the architecture enhancement and related functions supporting the FL related operations and services is FFS. 
3. -	Whether and how the architecture enhancement and related functions leveraging the existing 5GC capabilities and assistance for the application layer AI/ML services.
4. -	Whether and how to enhance the architecture and the above related functions to support application layer AI/ML services in edge computing scenarios. 
5. -	Whether and how to provide the exposure and related functionality to assist the AIML VAL applications for its AIML service operations like service lifecycle management (e.g., assist service creation, service status, service operation) 
NOTE: Nomenclature alignment in the solution phase can result in re-mapping of “AIML service operation” to other terms.

[bookmark: _Toc164779115][bookmark: _Toc164779369][bookmark: _Toc164791825]5.2 	Key issue  #2:  AI/ML-enhanced ADAES
ADAES is a SEAL service that has been specified in 3GPP TS  23.436  [4x] and provides various features that support the derivation and exposure of application layer analytics to consumers in the application and enablement layers. Particularly, the analytics may include statistics and predictions. In order to derive certain types of analytics outputs (such as predictions), ADAES may support the utilization of AI/ML enabled analytics. How can ADAES utilize AI/ML methods to derive analytics or how can ADAES be enhanced with AI/ML capabilities has not been investigated in the Rel-18 study.
Rel-19 SID of ADAES pointed out that one possible new area of study would be the implications when using AI/ML methods for ADAES analytics and enhanced or new enablement capabilities for supporting ML model training and inference. 
This key issue will study:
1. a.	Whether and how to enable the ADAE layer (including A-DCCF, A-ADRF) to derive analytics or provide analytics services based on AI/ML methods? This includes the study of necessary enhancements to the ADAE layer architecture, if any.
2. b.	Whether and how the ADAE layer supports ML model training and inference (i.e., internally or externally to ADAE layer) for deriving analytics?
3. c.	Whether and how ADAES can be enhanced to support and coordinate AI/ML-enabled analytics functions and features?
4. d.	Whether and how to support the registration and discovery of ADAE layer functional entities supporting ML model training / inference? e. Whether and how the ADAE layer (including A-DCCF, A-ADRF) supports ML model training (e.g., internally, or externally to ADAE layer).
5. f.	Whether and how new analytics are required to be generated by ADAE layer using AI/ML methods? This includes but is not limited to support for: XR applications, energy optimization, VAL server- to-VAL server performance analytics (e.g., related to latency, bandwidth, response time, etc.)?
[bookmark: _Toc104797317][bookmark: _Toc122563636][bookmark: _Toc104878314][bookmark: _Toc164779116][bookmark: _Toc164779370][bookmark: _Toc164791826][bookmark: _Toc95120569]5.3	Key issue #3: Support for federated learning 
Federated Learning (FL) is a machine learning technique that enables multiple FL clients to train a model by exchanging the parameters instead of exchanging/sharing local data set. FL servers perform management of FL operations by maintaining and updating a global ML model, selecting and managing FL clients, performing aggregation strategies, scheduling training in a federated manner, and communicating with FL clients. FL clients provide various aspects of data for FL operations, such as data collection, data preparation, and using data for training and/or inferencing while communicating updates of ML models to FL servers. 
Further, Considering the fact that the FL/ML clients can be deployed on end devices like UEs, there is potentially a very large number of FL/ML clients that can participate in machine learning operations. Out of these potentially large number for FL/ML clients, a set of FL/ML clients can be selected for performing various machine learning tasks. Due to various factors like mobility, changing capabilities, varying resource conditions, etc, the set of UEs (hosting FL/ML clients) that can participate in federated / distributed learning changes over time and may change more frequently. Also, the model information that is exchanged between FL/ML clients and the machine learning servers could also be huge, considering the large machine learning models. So, there will be frequent need for changing the member FL/ML clients that can participate in federated/distributed machine learning operations and also frequently the need to distribute the model information.
[bookmark: _Toc146875942]Further, Considering the fact that the FL/ML clients can be deployed on end devices like UEs, there is potentially a very large number of FL/ML clients that can participate in machine learning operations. Out of these potentially large number for FL/ML clients, a set of FL/ML clients can be selected for performing various machine learning tasks. Due to various factors like mobility, changing capabilities, varying resource conditions, etc, the set of UEs (hosting FL/ML clients) that can participate in federated / distributed learning changes over time and may change more frequently. Also, the model information that is exchanged between FL/ML clients and the machine learning servers could also be huge, considering the large machine learning models. So, there will be frequent need for changing the member FL/ML clients that can participate in federated/distributed machine learning operations and also frequently the need to distribute the model information.
This key issue will study:
1.	How to support federated learning at application enablement layers?
2. 	Identify procedures for supporting FL at the application enablement layer, including FL entity discovery, registration, communication, reporting.
3. 	Whether and how to support the data collection and preparation for FL in the application enablement layer?
4. 	Whether and how to support the management of FL groups (e.g., how to create and manage a group of FL members) during FL operations (e.g., training)? 
5.	Whether and how to support the application server for the distribution of the model information to the FL members/FL clients/ML clients for model training, considering the dynamically changing potential FL members/FL clients/ML clients for model training?
[bookmark: _Toc164779117][bookmark: _Toc164779371][bookmark: _Toc164791827]5.4	Key issue #4: Key issue on supporting Vertical FL at enablement layer
There are two types of federated learning defined, horizontal and vertical federated learning. Horizontal federated learning, or sample-based federated learning, is introduced in the scenarios that data sets share the same feature space but have different samples. Vertical federated learning or feature-based federated learning is applicable to the cases that two data sets share the same sample space but differ in feature space. In both horizontal and vertical federated learning model parameters from each local model training function are sent to a model aggregator (or FL collaborator) to calculate an aggregate model. The model aggregator provides updated model parameters to each ML model training entity that each ML model training entity use to re-train its own model thus allowing every local model training function to have a trained model using data from multiple sources. 
An example for vertical FL (VFL) is shown below:


Figure  5.4-1 vertical FL (VFL) example
If VFL is supported by enablement layer, some issues are distinct and need to be studied separately from Key Issue  #3, especially:
1. -	How we can ensure that all training functions have an aligned sample range, e.g., the same users, to support VFL? 
2. -	How can we discover what features are available between domains (for the same sample range) in order to support VFL?
Editor's Note: this KI will reuse the study result of KI #3 on FL for aspects which are applicable to both horizontal and vertical FL (e.g. organizing training).
[bookmark: _Toc164779118][bookmark: _Toc164779372][bookmark: _Toc164791828][bookmark: _Hlk151538543]5.5	Key Issue  #5: Support for of AI/ML operation splitting between AI/ML endpoints and in-time transfer of AI/ML models
KI  #5 focuses on AI/ML operation splitting between AI/ML endpoints, and in-time transfer of AI/ML models as described in 3GPP TS  22.261  [10].
Split AI/ML inference is depicted in Figure  5.5-1. The AI/ML model inference is distributed into multiple parts according to the current task and environment (such as communications data rate, device resource, and server workload). The intention is to offload the computation-intensive, energy-intensive parts to network endpoints (cloud or edge server), whereas leave the privacy-sensitive and delay- sensitive parts at the end device. The device executes partial model inference and sends the intermediate data to a network endpoint where the remaining model inference is executed, and the inference results is fed back to the device.


Figure  5.5-1. Example of split AI/ML inference 
For AI/ML split operation, the enabler layer can provide support to negotiate splitting of the AI/ML operation and to discover required nodes to perform computation-intensive, energy-intensive parts of AI/ML operations.
In-time model transfer is related to timely distribution of AI/ML model/data over 5G system. SA1 requirements indicate that “the 5G system shall be able to support a mechanism to expose monitoring and status information of an AI-ML session to a 3rd party AI/ML application”, and that “Such mechanism is needed by the AI/ML application to determine an in-time transfer of AI/ML model.”.
For AI/.ML in-time transfer, the enabler layer can provide analytics to inform AI/ML application(s) about timely transfer of trained models and status information about AI/ML sessions, which may influence AI/ML applications behaviour.
Requirements from SA1 have impact on the application enablement layer and require the support of architecture and functions to assist AI/ML operations splitting, and in-time transfer of AI/ML models for AI/ML applications.
The following aspects should be studied:
1.	Whether and how to enhance the architecture and related functions to support management and/or configuration for split AI/ML operation, and in-time transfer of AI/ML models. The management and configuration aspects including discovery of requried nodes for split AI/ML operation and support of different models of AI/ML operation splitting.
2.	Whether and how to enhance the architecture and related functions to support exposure and consumption of split AI/ML analytics, and in-time transfer of AI/ML models analytics.
[bookmark: _Toc164779119][bookmark: _Toc164779373][bookmark: _Toc164791829]5.6	Key issue #6: Support for transfer learning 
In 3GPP TS 22.261 [10] clause 6.40 it is stated that the 5G system needs to support at least three types of AI/ML operations:
-	AI/ML operation splitting between AI/ML endpoints, 
-	Distributed/Federated Learning over 5G system, and 
-	AI/ML model/data distribution and sharing over 5G system.
With the latter kind of operation, it is expected to let the AI/ML consumers use an ML model (out-of-a-set of candidate models available in a NW endpoint) for better adapting to task and environment variations. 
Nevertheless, in practical deployments involving AI/ML operations, the number of available models is not that large to cover all the possible environmental conditions in a network. Therefore out-of-the-box usage of the model will imply a lack of accuracy/precision during the inference stage unless a model fine tuning stage is present to ensure that the baseline model is quickly adapted to the current conditions using lesser amount of data (than the one used for training of the baseline model). On that note, Transfer learning (TL) is conceived as a technique used to tackle the lack of labelled data for training a model which is the first limitation that is faced when (re-)training a model. In TL, the training of a model (to solve a particular task) is carried out using information from a "similar" domain in which enough information is available (the so-called source domain). With TL, some parts of the model trained in the source domain are fine-tuned with scarce information available in the target domain. This way, the model reuses the understanding of the structure of the problem and does not have to learn from scratch all the low-level features/structure of the problem: it will only have to learn the higher-level structures/relationships which usually requires less labelled data. TL assumes a baseline model is already available (in a NW endpoint) and can be fine tuned to quickly perform the same or similar tasks (e.g., prediction, classification, etc.) in a target domain with lesser amount of training data.
Considering that:
-	in 3GPP TS 23.288 [2] clause 6.2B.5, clause 6.2B.6 and clause 6.2B.7 some operations to allow the storage/retrieval of ML models to/from the Analytical Data Repository Function (ADRF) are available to be consumed by a network function containing an instance of the Model Training Logical Function (MTLF), and
-	as from clause 5.3 in 3GPP TS 23.436 [4], the internal architecture of ADAE (Application Data Analytics Enabler) can include an instance of ADRF, the so-called A-ADRF (Application layer - Analytical Data Repository Function), 
it is possible to enable inter- and intra-VAL domain transfer learning scenarios.
This key issue will study:
1.	How to support transfer learning at application enablement layers?
NOTE 1:	Business relationships can exist between ASPs to share learnings.
NOTE 2:	The security aspects for Transfer Learning supported by SA6 enablers should will be considered by SA3.
[bookmark: _Toc164779120][bookmark: _Toc164779374][bookmark: _Toc164791830]5.7	Key issue #7: Discovery or Support of Member Selection and Maintenance for Application Layer AIML Service
AI/ML Services enable the Distributed/Federative Learning over 5G system. The Application layer AI/ML entities have heterogeneous nature, e.g., different models, OS, capabilities, that require creation of AIML criteria specific for application layer AIML enabler service. The AI/ML Services need have information about conditions when AI/ML entities (e.g., VAL server, AI/ML Enablement Client, AI/ML Enablement Server) are available or not available to participate in the AI/ML operations (e.g., ML model training). To cover the application layer specific requirements, which are missing in the existing mechanisms on Member UE selection from SA2, and in order to assist and organize AI/ML operations (e.g., ML model training), this key issue will study the solutions on how to select and maintain the member for AI/ML Application layer Services on policies and configurations.
This key issue will study the solutions on how to select and maintain the member for AI/ML Application layer Services on the below aspect(s) for AI/ML policies and configurations provisioning, management, and enforcement:
1.	How to support the AI/ML for member selection and re-selection (e.g., policies).
2.	How to support the AI/ML member participation configurations.
3.	How to support the AI/ML maintaining the AI/ML process.
4.	How to utilize the AI/ML policies and configurations in the AI/ML Application layer Services.
NOTE 1:	The user consent on the permission to participate the AI/ML operations (e.g., ML model training) in application layer is not within SA3 SA6 scope.
NOTE 2:	The AI/ML policies identify the conditions and criteria, when satisfied the AI/ML Enablement Server enforces the action in order to support the AI/ML operation(s).
NOTE 3:	The member participation configurations identify the conditions and criteria, when satisfied the AI/ML member can participate in the AI/ML operation(s).

5.x	Key issue #x: <Title>
Editor's Note:	Provide a suitable title for the key issue. 
Editor's Note:	This subclause will describe the key issue.
[bookmark: _Toc164779121][bookmark: _Toc164779375][bookmark: _Toc164791831]6	Application enablement architecture requirements
[bookmark: _Toc164779122][bookmark: _Toc164779376][bookmark: _Toc164791832]6.1	General requirements
[AR-6.1-a] 	The AI/ML enablement layer shall be able to support one or more VAL applications.
[AR-6.1-b] 	Supported AI/ML enablement capabilities may be offered as APIs to the VAL applications.
[bookmark: _Toc164779123][bookmark: _Toc164779377][bookmark: _Toc164791833]6.2	<application enabler layer capability x> requirements
Editor's Note:	Provide a suitable title for the requirements.
[bookmark: _Hlk95122399]Editor's Note:	This subclause will describe the architectural requirements for the studied application layer capabilities.
[bookmark: _Toc160785319][bookmark: _Toc164779124][bookmark: _Toc164779378][bookmark: _Toc164791834][bookmark: _Toc25612630][bookmark: _Toc25613333][bookmark: _Toc25613597][bookmark: _Toc27647554]7	Application architecture for enabling AI/ML services
[bookmark: _Toc160785320][bookmark: _Toc164779125][bookmark: _Toc164779379][bookmark: _Toc164791835]7.1	General
The functional architecture enhancements for the AIML enablement service are based on the generic functional model specified in clause 6.2 of 3GPP TS 23.434 [7]. The architecture enhancements are organized into functional entities to describe a functional architecture enhancement which addresses the support for AIML enablement aspects for vertical applications, as well as the representation for supporting ADAE analytics.
[bookmark: _Toc160785321][bookmark: _Toc164779126][bookmark: _Toc164779380][bookmark: _Toc164791836]7.2	Application enablement architecture
[bookmark: _Toc164779127][bookmark: _Toc164779381][bookmark: _Toc164791837]7.2.1	On-Network AIML Enablement (AIMLE) Functional Architecture


Figure 7.2.1-1: On-network AIMLE functional model
Figure 7.2.1-1 illustrates the on-network functional model of AIML enablement. In the vertical application layer, the VAL client communicates with the VAL server over VAL-UU reference point. VAL-UU supports both unicast and multicast delivery modes. The AIML enablement functional entities on the UE and the server are grouped into AIMLE client(s) and AIML enablement server(s) respectively. 
The AIMLE includes of a common set of services for comprehensive enablement of AIML functionality, including federated and distributed learning (e.g., FL client registration management, FL client discovery and selection), and reference points. The AIMLE services are offered to the vertical application layer (VAL). 
NOTE: The set of common services will be updated based on the TR conclusions.
The AIML enablement client communicates with the AIMLE server(s) over the AIML-UU reference points. The AIMLE client provides functionality to the VAL client(s) over AIML-C reference point. The VAL server(s) communicate with the AIMLE server(s) over AIML-S reference points. The AIMLE servers communicate with the underlying 3GPP network systems using the respective 3GPP interfaces specified by the 3GPP network system.
The AIMLE server interacts with the ML repository which serves as repository for ML model and ML participants over AIML-R. 
[bookmark: _Toc164779128][bookmark: _Toc164779382][bookmark: _Toc164791838]7.2.1.1	Service-based AIMLE architecture representation
Figure 7.2.1.1-1 exhibits the service-based interfaces for providing and consuming AIML enablement services. The AIMLE server could provide service to VAL server and AIML enablement client through interface SAiml.


Figure 7.2.1.1-1: Architecture for AIML enablement – Service based representation.
Figure 7.2.1.1-2 illustrates the service-based representation for utilization of the 5GS network services based on the 5GS SBA specified in 3GPP TS 23.501 [5].

 
Figure 7.2.1.1-2: Architecture for AIMLE utilizing the 5GS network services based on the 5GS SBA – Service based representation,
The AIML enablement server as well as ADAES is deployed as a SEAL server; hence enhancements to SEAL architecture (as specified in 3GPP TS 23.434 [7]) are needed to incorporate the AIML enablement service. Figure 7.2.1.1-3 illustrates the service-based representation including AIMLE server as part of the SEAL framework.


Figure 7.2.1.1-3: SEAL functional model representation using service-based interfaces and including AIMLE function.
[bookmark: _Toc164779129][bookmark: _Toc164779383][bookmark: _Toc164791839]7.2.2	Off-Network AIML Enablement Functional Architecture


Figure 7.2.2-1: Off-network AIML enablement functional model
Figure 7.2.2-1 illustrates the off-network (UE-to-UE) functional model of AIML enablement. In the vertical application layer, the VAL client communicates with a further VAL client over VAL-PC5 reference point. VAL-PC5 supports both unicast and multicast delivery modes. The UE1, if connected to the network via Uu reference point, can also act as a UE-to-network relay, to enable UE2 to access the VAL server(s) over the VAL-UU reference point.
The AIMLE client communicates with a further AIMLE client(s) over the AIML-PC5 reference points. The AIMLE client provides functionality to the VAL client(s) over AIML-C reference point. Such communication is performed for supporting local ML operations (training, distribution, inference) in a coordinated manner.
The off network functional architecture is similar to SEAL off-network architecture (as specified in 3GPP TS 23.434 [7]). 
[bookmark: _Toc164779130][bookmark: _Toc164779384][bookmark: _Toc164791840]7.2.3	Architecture representation for supporting ADAE analytics


Figure 7.2.3-1: Architecture representation for supporting ADAE analytics.
Figure 7.2.3-1 illustrates the architecture representation of AIMLE when the AIML support capabilities serve ADAES to enhance its analytics services. Based on the VAL request to provide ML-enabled analytics, ADAES may consume AIMLE services (e.g., for ML model training for a given analytics ID) to derive analytics.
For the interaction between AIMLE server and ADAES, enhancements over SEAL-X interface will be needed, whereas for the interactions between VAL server and ADAES, the ADAE-S reference point may need to be enhanced to support ML-enabled analytics.
NOTE: The needed enhancements over ADAE-S and SEAL-X will be identified based on the concluded solutions which will be impacting these interfaces.
7.2.4	Functional Entities Description
[bookmark: _Toc160785333][bookmark: _Toc164779132][bookmark: _Toc164779386][bookmark: _Toc164791842]7.2.4.1	General
The AIMLE functional entities are described in the following subclauses.
[bookmark: _Toc164779133][bookmark: _Toc164779387][bookmark: _Toc164791843]7.2.4.2	AIMLE client
The AIMLE client functional entity acts as the application client supporting AIML Enablement services. It interacts with the AIML Enablement server.
[bookmark: _Toc164779134][bookmark: _Toc164779388][bookmark: _Toc164791844]7.2.4.3	AIMLE server
The AIMLE server functional entity provides AIML Enablement services (like ML model related assistance operations) supported within the vertical application layer. It interacts with the AIML Enablement client.
[bookmark: _Toc164779135][bookmark: _Toc164779389][bookmark: _Toc164791845]7.2.4.4	ML repository
The ML repository is a logical entity serving as registry for the ML/FL members as well as a repository for ML model information. 
Editor’s Note: The exact description of this entity will be updated based on concluded solutions.

[bookmark: _Toc160785336][bookmark: _Toc164779136][bookmark: _Toc164779390][bookmark: _Toc164791846]7.2.5	Reference Points Description
[bookmark: _Toc160785337][bookmark: _Toc164779137][bookmark: _Toc164779391][bookmark: _Toc164791847]7.2.5.1	General
The reference points for the functional model related to AIML enablement are described in the following subclauses.
Editor’s Note: The reference point description is FFS.7	Application architecture for enabling AI/ML services
[bookmark: _Toc14352757][bookmark: _Toc19026784][bookmark: _Toc19034185][bookmark: _Toc19036375][bookmark: _Toc19037373][bookmark: _Toc25612631][bookmark: _Toc25613334][bookmark: _Toc25613598][bookmark: _Toc27647555]7.1	General
[bookmark: _Toc14352758][bookmark: _Toc19026785][bookmark: _Toc19034186][bookmark: _Toc19036376][bookmark: _Toc19037374][bookmark: _Toc25612632][bookmark: _Toc25613335][bookmark: _Toc25613599][bookmark: _Toc27647556]7.2	Application enablement architecture
Editor's Note:	this subclause will illustrate the high level architecture and possible architecture enhancements for supporting AI/ML services
7.3	Functional Elements
Editor's Note:	The functional elements corresponding to the architecture will be presented in this clause.
7.4	Reference Points
Editor's Note:	The reference points corresponding to the architecture will be presented in this clause.

[bookmark: _Toc164779138][bookmark: _Toc164779392][bookmark: _Toc164791848]8	Solutions
[bookmark: _Toc164779139][bookmark: _Toc164779393][bookmark: _Toc164791849][bookmark: _Toc464463365][bookmark: _Toc475064959][bookmark: _Toc478400630][bookmark: _Toc7485785][bookmark: _Toc78314759]8.0	Mapping of solutions to key issues
Table 8.01-1: Mapping of solutions to key issues
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[bookmark: _Toc164779140][bookmark: _Toc164779394][bookmark: _Toc164791850][bookmark: _Hlk147109386]8.1	Solution  #1: ADAE Functional Architecture Enhancement to Support Application Layer AI/ML Services
The following clauses specify the functional model of the ADAE with the ML Model Training and Management Enablement (MTME) function and the functional model of the AIML enablement service for supporting application layer AI/ML services.
[bookmark: _Toc133484177][bookmark: _Toc133524374][bookmark: _Toc164779141][bookmark: _Toc164779395][bookmark: _Toc164791851]8.1.2	Functional Architecture
[bookmark: _Toc164779142][bookmark: _Toc164779396][bookmark: _Toc164791852]8.1.2.1	General
The functional architecture enhancements for the ADAE with ML model training and management enablement function and AIML enablement service are based on the generic functional model specified in clause  6.2 of 3GPP TS 23.434  [7]. The architecture enhancements are organized into functional entities to describe a functional architecture enhancement which addresses the support for ML model training and management enablement function and AIML enablement aspects for vertical applications.
[bookmark: _Toc164779143][bookmark: _Toc164779397][bookmark: _Toc164791853]8.1.2.2	On-Network MTME-enhanced ADAE Functional Architecture


Figure  8.1.2.2-1: On-network MTME-enhanced ADAE functional model
Figure  8.1.2.2-1 illustrates the on-network functional model of ADAE with ML Model Training and Management Enablement (MTME) function. In the vertical application layer, the VAL client communicates with the VAL server over VAL-UU reference point. VAL-UU supports both unicast and multicast delivery modes. The ADAE functional entities with MTME function on the UE and the server are grouped into ADAE client(s) and ADAE server(s) respectively. The ADAE with MTME function consists of a common set of services (e.g., ML model provision, (MTME-enhanced) ADAE client registration management, (MTME-enhanced) ADAE client member management, training status estimation, ML model training execution) and reference points. The ADAE offers its services to the vertical application layer (VAL). 
The ADAE client(s) communicates with the ADAE server(s) over the ADAE-UU reference points. The ADAE client(s) provides the service enabler layer support functions to the VAL client(s) over ADAE-C reference points. The VAL server(s) communicate with the ADAE server(s) over the ADAE-S reference points. The ADAE server(s) may communicate with the underlying 3GPP network systems using the respective 3GPP interfaces specified by the 3GPP network system.
[bookmark: _Toc164779144][bookmark: _Toc164779398][bookmark: _Toc164791854][bookmark: _Toc146235995]8.1.2.3	On-Network AIML Enablement Layer Functional Architecture


Figure  8.1.2.3-1: On-network AIML enablement layer functional model
Figure  8.1.2.3-1 illustrates the on-network functional model of AIML enablement layer. In the vertical application layer, the VAL client communicates with the VAL server over VAL-UU reference point. VAL-UU supports both unicast and multicast delivery modes. The AIML enablement functional layer entities on the UE and the server are grouped into AIML enablement client(s) and AIML enablement server(s) respectively. 
The AIML enablement layer includes of a common set of services for comprehensive enablement of AIML functionality, including federated and distributed learning (e.g., FL client registration management, FL client discovery and selection), and reference points. The AIML enablement services are offered to the vertical application layer (VAL). 
The AIML enablement client communicates with the AIML enablement server(s) over the AIML-UU reference points. The AIML enablement client provides functionality to the VAL client(s) over AIML-C reference point. The VAL server(s) communicate with the AIML enablement server(s) over AIML-S reference points. The AIML enablement servers communicate with the underlying 3GPP network systems using the respective 3GPP interfaces specified by the 3GPP network system.
Editor's Note: Deployment of AIML Enablement layer along with MTME-enhanced ADAE functionality is FFS.
[bookmark: _Toc164779145][bookmark: _Toc164779399][bookmark: _Toc164791855]8.1.2.4	Coexistence of MTME-enhanced ADAE and AIML enabler
MTME-enhanced ADAES function supports ML capabilities (i.e.  model training and management) to the ADAE service so that enhanced ADAE server/client are enabled to generate analytics results for supported analytics IDs using ML-enhanced methods. 
For supporting MTME capabilities, the MTME-enhanced ADAE service assumes co-location of necessary AIML Enablement with ADEAS (both as SEAL services), and their interactions are not detailed. As such, MTME-enhanced ADAE services and AIML enablement services are described in this document as complementary functions/ deployments. 
[bookmark: _Hlk159227895]NOTE: The normative phase will specify any interactions between ADAES and the AIML Enablement abstracted by MTME-enhanced ADAE.

[bookmark: _Toc164779146][bookmark: _Toc164779400][bookmark: _Toc164791856]8.1.3	Functional Entities Description
[bookmark: _Toc146235996][bookmark: _Toc164779147][bookmark: _Toc164779401][bookmark: _Toc164791857]8.1.3.1	General
The ADAE functional entities with ML model training and management enablement function and AIML enablement layer function are described in the following subclauses.
[bookmark: _Toc146235997][bookmark: _Toc164779148][bookmark: _Toc164779402][bookmark: _Toc164791858]8.1.3.2	ADAE client
The AI/ML ADAE client functional entity acts as the application client supporting ML model training and may supporting management of ML model training. It interacts with the AI/ML ADAE server.
[bookmark: _Toc146235998][bookmark: _Toc164779149][bookmark: _Toc164779403][bookmark: _Toc164791859]8.1.3.3	ADAE server
[bookmark: _Toc146236159]The ADAE server functional entity provides for management and execution of ML model training supported within the vertical application layer. 
[bookmark: _Toc164779150][bookmark: _Toc164779404][bookmark: _Toc164791860]8.1.3.4	AIML Enablement client
The AIML enablement client functional entity acts as the application client supporting AIML services and performs client-side operations. It interacts with the AIML enablement server.
[bookmark: _Toc164779151][bookmark: _Toc164779405][bookmark: _Toc164791861]8.1.3.5	AIML Enablement server
The AIML enablement server functional entity provides services for comprehensive enablement of AIML functionality (e.g., federated and distributed learning).

[bookmark: _Toc164779152][bookmark: _Toc164779406][bookmark: _Toc164791862]8.1.4	Reference Points Description
[bookmark: _Toc146236160][bookmark: _Toc164779153][bookmark: _Toc164779407][bookmark: _Toc164791863]8.1.4.1	General
The reference points for the functional model for management and execution of ML model training and AIML enablement layer functions are described in the following subclauses.
[bookmark: _Toc146236161][bookmark: _Toc164779154][bookmark: _Toc164779408][bookmark: _Toc164791864]8.1.4.2	ADAE-UU
The interactions related to ML model training and management functions between the ADAE client and ADAE server are supported by ADAE-UU reference point. This reference point utilizes Uu reference point as described in 3GPP TS 23.401 [8] and 3GPP TS 23.501 [5].
ADAE-UU reference point is used for VAL service signalling for VAL service data management of the VAL service. 
[bookmark: _Toc146236164][bookmark: _Toc164779155][bookmark: _Toc164779409][bookmark: _Toc164791865]8.1.4.3	ADAE-S
The interactions related to ML model training and management functions between the VAL server(s) and the ADAE server are supported by ADAE-S reference point.
[bookmark: _Toc164779156][bookmark: _Toc164779410][bookmark: _Toc164791866]8.1.4.4	ADAE-C
The interactions related to ML model training and management functions between the VAL client(s) and the ADAE client within a VAL UE are supported by ADAE-C reference point.
[bookmark: _Toc164779157][bookmark: _Toc164779411][bookmark: _Toc164791867]8.1.4.5	AIML-UU
The interactions related to AIML enablement layer functions between the AIML enablement client and AIML enablement server are supported by AIML-UU reference point. This reference point utilizes Uu reference point as described in 3GPP TS 23.401 [8] and 3GPP TS 23.501 [5].
[bookmark: _Toc164779158][bookmark: _Toc164779412][bookmark: _Toc164791868]8.1.4.6	AIML-S
The interactions related to AIML enablement layer functions between the VAL server(s) and the AIML enablement server are supported by AIML-S reference point.
[bookmark: _Toc164779159][bookmark: _Toc164779413][bookmark: _Toc164791869]8.1.4.7	AIML-C
The interactions related to AIML enablement layer functions between the VAL client(s) and the AIML enablement client within a VAL UE are supported by AIML-C reference point.
[bookmark: _Toc164779160][bookmark: _Toc164779414][bookmark: _Toc164791870][bookmark: _Toc133484175][bookmark: _Toc133524372]8.2	Solution  #2: ML client information retrieval	
[bookmark: _Toc164779161][bookmark: _Toc164779415][bookmark: _Toc164791871]8.2.1	General
The following clauses specify procedures, information flows and APIs for Key issue X to enable the selection of ML clients.
Assumptions:
1.	The proposed solution is based on the AIML Enabler service producer/consumer architecture. The service producer can be a standalone new entity like an AIML Enabler server or collocated with a SEAL entity like an ADAE server or part of the ADAE server. The AIML Enabler service consumer could be VAL servers, VAL UE, or any other entities that consume the AIML Enabler services.
2.	The proposed solution assumes distributed clients in ML. E.g., Federated Learning.

Editor's Note: This solution may need to be updated for FL case based on KI updates.
[bookmark: _Toc164779162][bookmark: _Toc164779416][bookmark: _Toc164791872]8.2.2	Procedures


Figure  8.2.2-1: ML client information retrieval procedure
1.	The AIML Enabler service consumer (e.g., VAL server) sends the ML client information retrieval request to the AIML enabler service producer. The request may contain identities to identify the ML service, some filtering criteria to filter for the selection of UEs like battery level, UE velocity, etc. 
2a-2b.	Upon receiving the request, the AIML enabler service producer may subscribe to the procedure defined in clause 4.15.13 of 3GPP TS 23.502 [6]. It also fetches client information from the AIML enabler client. 
3.	The AIML enabler service producer processes the NEF response and AIML client response and provides the response to consumer. The response may contain the list of client identifiers as per the selection criteria mentioned in the filter. 
Editor's Note 1: How the AIML enabler service producer fetches the client information from the AIML enabler client is FFS. 
Editor's Note 2: The solution is subject to change based on the architecture and is FFS.
Editor's Note  3: The contents of request, response message is subject to change and is FFS.
[bookmark: _Toc164779163][bookmark: _Toc164779417][bookmark: _Toc164791873][bookmark: _Toc144371491]8.3	Solution  #3: Provision of ML clients to support AI/ML at the application layer 
[bookmark: _Toc164779164][bookmark: _Toc164779418][bookmark: _Toc164791874]8.3.1	General
The following clauses specify procedures, information flows and APIs for Key issue # X to provision the ML clients for the AIML Enabler services.
Assumptions:
1.	The proposed solution is based on the AIML Enabler service producer/consumer architecture. The service producer can be a standalone new entity like an AIML Enabler server or collocated with SEAL entity like an ADAE server or part of the ADAE server. The AIML Enabler service consumer could be VAL servers, VAL UE, or any other entities that consume the AIML Enabler services.
Editor's Note:	This solution may need to be updated for FL case based on KI updates.
[bookmark: _Toc164779165][bookmark: _Toc164779419][bookmark: _Toc164791875]8.3.2	Procedures


Figure  8.3.2-1: ML client config provisioning procedure
1.	The AIML Enabler service consumer (e.g. VAL server or VAL UE) sends a ML client config provisioning request to the AIML Enabler service producer (e.g. ADAE server). The request may contain UE ML client profile e.g., UE compute capability, ML capability, UE QoS.
Editor's Note  1: How ML application QoS requirements and UE client profile will be used is FFS. 
Editor's Note  2: The contents of the request are high-level and can be changed and is FFS.
2.	Upon receiving the request, the AIML enabler service producer performs an authorization check. If authorization is successful, the AIML enabler service producer registers the client and provides the response to the AIML Enabler service consumer with a registration ID.
Editor's Note  3: The solution is subject to change based on the architecture and is FFS.
Editor's Note  4: The contents of the response can be changed and is FFS.

[bookmark: _Toc148437286][bookmark: _Toc164779166][bookmark: _Toc164779420][bookmark: _Toc164791876]8.4	Solution  #4: Support for ML-enabled ADAE analytics
[bookmark: _Toc148437287][bookmark: _Toc164779167][bookmark: _Toc164779421][bookmark: _Toc164791877][bookmark: _Hlk151045981]8.4.1	Solution description
This solution addresses Key Issue  #2.
This solution introduces the selection and configuration of the ML model entities to support a certain ADAE layer analytics event. This solution aims the enhancement of analytics services provided by the analytics enablement functionality, and in particular analytics related to VAL server or session performance, as well as analytics related to edge load (as specified in 3GPP TS  23.436 [4]).

In this solution, ADAES is using AIMLE Enablement capability for ML model training / inference for ADAE layer analytics events. 
NOTE:	Such training and inference can be performed in multiple entities (distributed AIML Enablement, AIML Enablement client); however it is not explicitly shown in the procedure.
Figure 8.4.1-1 illustrates the procedure where the ML-enabled analytics are provided using ML model training at the enabler layer (by an app layer ML model training service). 
Pre-conditions:
1.	ADAEC is connected to ADAES.




Figure 8.4.1-1: Support for ML-enabled ADAE analytics
1.	The VAL server subscribes to ADAES for an analytics service (e.g., for Analytics ID = ‘VAL server #1 perf analytics’). The subscription is applicable to the ADAE analytics services as described in 3GPP TS  23.436 [4]. Such subscription can also indicate the use of AI/ML enabled analytics, and optionally the ML model info. 
2. The ADAES discovers the list of ML training and inference entities and their capabilities. Such discovery can be via sending a request to the ML repository model registry / A-ADRF, assuming that such registry has already a mapping of the ML candidate participants which are mapped to the given Analytics Event/ID. This step may also include fetching the ML model information for identifying already trained models for the Analytics Event.
[bookmark: _Hlk151130246]NOTE: This solution assumes that the ML repository can be accessed by ADAES and AIMLE server; however, if this is not possible the interaction of ADAES with ML repository needs to be via AIMLE server. 
Editor's Note: It is FFS whether ML model repository /A-ADRF is used for both ML model info and entities fetching.
3. The ADAES determines the entity (ies) to be considered for ML model training entity for the analytics event ID. The criteria for the determination of the entity(ies) is up to implementation.
Editor's Note: How ADAES determines the entity (ies) is FFS.
4.	The ADAES requests the selected ML training entity (e.g. AIML Enablement server) to provide ML model training for the given analytics event. ADAES may also provide the requirements to be used (if provided in step 1, e.g., type of training, whether it is online or offline training, time to provide trained models.
5a. The AIMLE serverADAES sends a request to the ML model repository (e.g. A-ADRF) to receive the one or more ML model information for the given Analytics ID and/or the vertical type (e.g. IIOT server #1). 
5b. The AIMLE serverADAES  receives a response, which includes the ML model information and the mapping to the analytics ID / VAL consumer type, the ML model file address for the initial model, the permissions for updating the ML model (related to who is the consumer), the ML model vendor ID, charging model for using the ML model, etc.
6.  The AIMLE Enablement server collects the data to train/infer the model from the data producers (e.g., based on the assumptions for data producers as in procedures in clauses  8.2.2 and clause 8.2.3 of 3GPP TS  23.436 [4]). 
Editor's note: Whether training data collection is supported by EVEX is FFS.
7.	The AIMLE Enablement server performs ML model training and/or inference.  
8.	The AIMLE Enablement server sends an ML model training/inference response to the ADAES, with the trained and/or inferred model outputs.
9. The ADAES derives analytics based on the trained/inferred data. ADAES may also perform ML model inference in addition (or alternatively) to AIML Enablement server using its own data, based on the deployments.
10. ADAES sends the analytics outputs as notification to the VAL server.
[bookmark: _Toc148437288][bookmark: _Toc164779168][bookmark: _Toc164779422][bookmark: _Toc164791878]8.4.2	Architecture Impacts
The application enabler layer architecture impacts are the following:
-	AIMLE enablement server is introduced to provide support the training and/or inference for the analytics event.
-	ADAES is enhanced to select and configure the entity (-ies) to serve as ML model training and inference entities and utilizes these services to improve the ADAE layer analytics. 
-	An ML model registry/repository needs to be defined for serving as ML model info repository as well ML member registry in the architecturee.g. as enhancement of A-ADRF.
Editor's Note: It is FFS whether the ML model registry/repository is part of the A-ADRF or AIML Enablement Server.
[bookmark: _Toc148437289][bookmark: _Toc164779169][bookmark: _Toc164779423][bookmark: _Toc164791879]8.4.3	Corresponding APIs / information
This subclause provides a summary on the corresponding API for solution #4.
-	ML model training API (request / response model; API provider: AIMLE Server; known consumer: ADAES; corresponding to step 4 and 8).
-	ML model inference API (request / response model; API provider: AIMLE Server; known consumer: ADAES; corresponding to step 4 and 8).
-	ML model info fetch API (request / response or subscribe notify model; API provider: ML model registry; known consumer: AIMLE server; corresponding to step 5).
[bookmark: _Toc148437290]Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc164779170][bookmark: _Toc164779424][bookmark: _Toc164791880]8.4.4	Solution evaluation
This solution addresses Key Issue #2 and introduces the capability to support ML-enabled ADAE analytics, by performing ML model training/inference on behalf of ADAES. This solution is feasible and doesn't introduce any dependency to 3GPP network systems. 
NOTE: Whether ML repository will be unique for both ML model info and ML member registration will be confirmed based on the agreed AIMLAPP architecture.
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc164779171][bookmark: _Toc164779425][bookmark: _Toc164791881]8.5	Solution  #5: AI/ML model management
[bookmark: _Toc133484176][bookmark: _Toc133524373][bookmark: _Toc164779172][bookmark: _Toc164779426][bookmark: _Toc164791882]8.5.1	General
The following clauses specify procedures of AI/ML model management.
In this solution, the following terminology is used:
-	Analytics ID is defined in 3GPP TS 23.436 [4].
[bookmark: _Toc164779173][bookmark: _Toc164779427][bookmark: _Toc164791883]8.5.2	AI/ML model information storage procedure


Figure  8.5.2-1: AI/ML model information storage procedure
1.	The model repository consumer (e.g.  MTME-enhanced ADAES or AIML enablement server) sends an AI/ML model information storage request to the model repository to store a model. The model included in the request can be one trained by the repository consumer or its information can be provisioned to the repository consumer. The request contains information elements as described in Table 8.5.4.1-1.The request contains information of the AI/ML model (or a model profile) such as the analytics ID(s) for which the model can be used, requirements of using the model (e.g., required computing power), information of the training data with which the model is trained, metadata, etc.
NOTE 1:	The detailed definition of the security requirements within the ML model storage requirements is within SA3 scope.
NOTE 2:	The details of the ML model storage are to be specified in the normative stage.
2.	Upon receiving the request, the model repository verifies if the model repository consumer is authorized to store the ML model identified by Analytics ID and/or list of the allowed vendors provided within the ML model profile attribute. If the AI/ML model repository consumer is authorized, the model repository processes the request and records information of the AI/ML model (e.g., by creating an AI/ML model profile). The model repository sends a response to the model repository consumer (e.g., MTME-enhanced ADAES or AIML enablement server) with an identifier of the created AI/ML model profile.
NOTE  31:	The model repository may be implemented by A-ADRF.
NOTE  42:	It is to be determined in the evaluation phase which entities are can have direct interaction with the model repository, e.g., AI/ML enablement server/client and/ or MTME-enhanced ADAE server/client, etc. This procedure is assumed to also enable other AI/ML service consumers to also access this functionality indirectly, via these enablers with direct access.
[bookmark: _Toc164779174][bookmark: _Toc164779428][bookmark: _Toc164791884]8.5.3	AI/ML model information discovery procedure


Figure  8.5.3-1: AI/ML model information discovery procedure
1.	The model repository consumer (e.g., VAL server) sends an AI/ML model information discovery request to the model repository. The request contains information elements as described in Table 8.5.4.3-1.The request contains filter information of the AI/ML model such as the analytics ID(s) associated with the model, requirements of the model (e.g., required computing power), information of the training data, etc. If ADAE is the AI/ML model consumer, then step 1 is skipped.
2.	Upon receiving the discovery request, the model repository verifies if the AI/ML model repository consumer is authorized to discover the ML model(s) identified by the ML model ID, Analytics ID, List of allowed vendors, Base Model ID, and/or ML model interoperability information. If the AI/ML model repository consumer is authorized, the model repository processes the request and sends the response message to the model repository consumer. The response includes information of the discovered AI/ML model. Optionally, the model repository can initiate a model transfer process to the consumer.
NOTE 1:	It is to be determined in the evaluation phase which entities are can have direct interaction with the model repository, e.g., AI/ML enablement server/client and/ or MTME-enhanced ADAE server/client, etc. This procedure is assumed to also enable other AI/ML service consumers to access this functionality indirectly, via these enablers with direct access.  
NOTE 2:	When the ML model is within training or re-training phase, the ML model is not available for the discovery. The details should be indicated within the Result IE in Table 8.5.4.2-1. The training and re-training phase is used during federated learning so that AIML enabler consumer rely on model repository to get the model details. 
NOTE 3:	The model transfer process mentioned in step 2 can use the AI/ML data transfer policies.

[bookmark: _Toc164779175][bookmark: _Toc164779429][bookmark: _Toc164791885]8.5.4	Information flows
[bookmark: _Toc164779176][bookmark: _Toc164779430][bookmark: _Toc164791886]8.5.4.1	AI/ML model information storage request
Table 8.5.4.1-1 describes the information flow from the repository consumer to the model repository as a request for the AI/ML model storage.
Table 8.5.4.1-1: AI/ML model information storage request
	Information element
	Status
	Description

	Requester Identity 
	M
(NOTE 1)
	The identity of the model repository consumer performing the request.

	VAL service ID(s)
	O
	Identify the VAL service ID(s).

	ML model
	O
(NOTE 2)
	Provides the trained AI/ML model.

	ML model address
	O
(NOTE 2)
	Represents the ML model address that can be used by Model repository to download the ML model.

	Analytics ID
	O
	Represents analytics ID for which the model can be used.

	ML model profile
	O
(NOTE 2)
	Provides the AI/ML model profile.

	> List of allowed vendors
	O
(NOTE 3)
	Indicates which vendors that are allowed to retrieve the ML model and thereby also are interoperable to the model.

	> ML model interoperability information
	O
(NOTE 3)
	Represents the vendor-specific information that conveys, e.g., requested model file format, model execution environment, etc. The encoding, format, and value of ML Model Interoperable Information is not specified since it is vendor specific information, and is agreed between vendors, if necessary for sharing purposes.

	> ML Model phase
	O
(NOTE 3)
	Represents the ML model phase, e.g., in training, trained, re-training, deployed.

	> ML model storage and discovery requirements
	O
(NOTE 3)
	Represents the requirements for the ML Model repository for the ML model storage and discovery.

	>> Storage duration
	O
	Represents the ML model storage duration time. When the storage duration time is expired, the stored ML model and the related information shall be deleted.

	>> Security and access requirements
	O
	Represents the information on security requirements for storing the ML model information and the ML model access requirements (e.g., publicly available, private use only, or available for the list of VAL server IDs).

	NOTE 1:	This information element shall not be updated.
NOTE 2:	At least one of these information elements shall be provided.
NOTE 3:	At least one of these information elements shall be provided.



NOTE 1:	The security requirements for downloading the ML model according to the ML model address IE are within SA3 scope.
NOTE 2:	The additional IEs for Transfer Learning (e.g., Base Model ID) is to be decided in the normative stage.
[bookmark: _Toc164779177][bookmark: _Toc164779431][bookmark: _Toc164791887]8.5.4.2	AI/ML model information storage response
Table 8.5.4.2-1 describes the information flow from the model repository to the repository consumer as a response for the AI/ML model storage request.
Table 8.5.4.2-1: AI/ML model information storage response
	Information element
	Status
	Description

	Result
	M
	Indicates success or failure of the request

	> ML model ID
	O
	Represents the identifier of the stored ML model. This information element shall be provided if the result is success.



[bookmark: _Toc164779178][bookmark: _Toc164779432][bookmark: _Toc164791888]8.5.4.3	AI/ML model information discovery request
Table 8.5.4.3-1 describes the information flow from the repository consumer to the model repository as a request for the AI/ML model discovery.
Table 8.5.4.3-1: AI/ML model information discovery request
	Information element
	Status
	Description

	Requester Identity
	M
	The identity of the model repository consumer performing the request.

	VAL service ID
	M
	Identify the VAL service ID.

	Filtering criteria
	M
	Represents the filtering criteria

	> ML model ID
	O
(NOTE 1)
	Represents the identifier of the stored ML model.

	> Analytics ID
	O
(NOTE 1)
	Represents analytics ID for which the model can be used.

	> List of allowed vendors
	O
(NOTE 1)
	Indicates which vendors that are allowed to retrieve the ML model and thereby also are interoperable to the model.

	> Base Model ID
	O
(NOTE 1)
	Represents the based ML model ID that was used for training the discovering model.

	> ML model interoperability information
	O
(NOTE 1)
	Represents the vendor-specific information that conveys, e.g., requested model file format, model execution environment, etc. The encoding, format, and value of ML Model Interoperable Information is not specified since it is vendor specific information, and is agreed between vendors, if necessary for sharing purposes.

	NOTE 1:	At least one of these information elements shall be provided.



[bookmark: _Toc164779179][bookmark: _Toc164779433][bookmark: _Toc164791889]8.5.4.4	AI/ML model information discovery response
Table 8.5.4.4-1 describes the information flow from the model repository to the repository consumer as a response for the AI/ML model discovery request.
Table 8.5.4.4-1: AI/ML model information discovery response
	Information element
	Status
	Description

	Result
	M
	Indicates success or failure of the request

	> ML model
	O
(NOTE)
	Represents the ML model. This information element may be provided if the result is success.

	> ML model address
	O
(NOTE)
	Represents the ML model address at Model repository that can be used to download the ML model. This information element may be provided if the result is success.

	NOTE:	Only one of these information elements shall be provided.




[bookmark: _Toc164779180][bookmark: _Toc164779434][bookmark: _Toc164791890]8.6 	Solution  #6: AIML enablement client selection
[bookmark: _Toc164779181][bookmark: _Toc164779435][bookmark: _Toc164791891]8.6.1	Solution description
[bookmark: _Hlk151541524]The following clauses specify procedures, information flows, and APIs for Key Issue  #3 to support AIML enablement client selection.
This solution uses the following definitions:
-	AIML client set identifier is an identifier of the selected AI/ML members. The VAL group ID may be used as AIML client set identifier and AI/ML member may be identified by the VAL UE ID or VAL User ID.
[bookmark: _Toc164779182][bookmark: _Toc164779436][bookmark: _Toc164791892]8.6.1.1	AIML Enablement Client Selection with SEAL and 5GC support
Assumptions:
1.	The proposed solution is based on client-server architecture for federated learning.
2.	The VAL server has already discovered and received a list of AIML enablement clients that are suitable and have available data for a particular AIML operation. 
3.	The discovery operation may be performed as described in solution 7 to find a list of AIML enablement clients.
4.	The VAL server may provision the required AI/ML policies in Solution #14 and have the corresponding policy ID(s).




Figure  8.6.1-1: AIML enablement client selection procedure with SEAL and 5GC support
1.	A VAL server sends a request to an AIML enablement server to select a list of AIML enablement clients that have been discovered to meet the requirements for AIML operations. The AIML enablement client selection request includes the VAL requestor identifier, security credentials, application VAL service identifier, and a list of AIML client IDs for inclusion into an AIML set or number of required AIML clients to be selected and includes list of AI/ML policies identifiers for the AI/ML member selection, and may include endpoint at the VAL sever or receiving ML model update.
Editor's Note: The IEs in the request are FFS. It is also FFS how the request parameters are used in relationship to other member selection policy provisioned to the AIML enabler layer.
[bookmark: _Hlk157763292]2.	The AIML enablement server validates the selection request and verifies the security credentials provided in the request. The AIML enablement server further performs authentication and authorization checks to determine if the requestor is able to create a selectedn AIML members set. 
3.	If the requestor is authorized and the List of AI/ML client IDs IE was provided in step 1, the AIML Eenablement Sserver negotiates with the selected AI/ML Enablement Clients (i.e., the AIML Enablement Server request the AI/ML Enablement Clients to confirm their selection) and creates a selectedn AIML Enablement Clients set with the provided list of AIML Eenablement Cclients that confirmed their selection as selected members and assigns an AIML identifier for the set (e.g., VAL group ID).
NOTE 1: The negotiation between AI/ML Enablement Server and AI/ML Enablement Client over AIML-UU interface is to be specified in normative stage.
4.	If the requestor is authorized and the Number of the required AIML clients IE was provided in step 1, the AI/ML Enablement Server shall discover the AI/ML Enablement Clients based on provided list of AI/ML Policy IDs (see clause 8.14.3.1 for more details). The AI/ML Enablement Server may interact with NEF (e.g., uses the NEF procedures for the AFsessionWithQoS described in clause 5.2.6.9 of 3GPP TS 23.502 [6] and the NEF procedures for the AnalyticsExposure described in clause 5.2.6.16 of 3GPP TS 23.502 [6] and in particular the UE Communication Analytics described in clause 6.7.3 of 3GPP TS 23.288 [2] and DN Performance Analytics described in clause 6.14 of 3GPP TS 23.288 [2]), SEAL services (e.g., SS_NetworkResourceMonitoring, SS_LocationAreaInfoRetrieval APIs), NWDAF and/or ADAE services to obtain the historical data, measurements, and/or predictions for relevant parameters (e.g., QoS, location information) in order to check that the selected members will match the AI/ML policies conditions. The AI/ML Enablement Server shall negotiate with the selected AI/ML Enablement Clients candidates (i.e., the AIML Enablement Server request the AI/ML Enablement Clients to confirm their selection) and create a selected AI/ML Enablement Clients set with the AIML Enablement Clients that confirmed their participation as selected members and assign an identifier for the set (e.g., VAL group ID).
NOTE 2:	The member selection mechanism in step 4 is implementation specific.
NOTE 3:	In steps 3 and 4, the AI/ML Enablement Server provisions the endpoint at the VAL sever for receiving ML model update from the AIML Enablement Clients.
NOTE 4: The AIML enabler server can reuse SEAL group management for any necessary group management.
[bookmark: _Hlk157763425]35.	The AIML enablement server sends an AIML enablement client selection response that includes the status of the selection request and the assigned AIML set identifier.
[bookmark: _Toc164779183][bookmark: _Toc164779437][bookmark: _Toc164791893]8.6.1.2	Selected AIML Enablement Client Status Monitoring Subscription
Assumptions:
1.	The VAL server performed the AIML Enablement Client Selection with SEAL and 5GC support procedure as defined in clause 8.6.1.1 and has the AIML client set identifier.
2.	The VAL server may configure the AI/ML network sessions between VAL server and AI/ML Clients via SEALDD (Sdd_RegularTransmission API) or NEF services (AfSessionWithQoS API) and may have the list of session identifiers (e.g., traffic descriptors from SEALDD as defined in 3GPP TS 23.433 or Transaction Reference IDs as defined in 3GPP TS 23.502 [6]).

 Figure 8.6.1.2-1: Selected AIML Enablement Client Status Monitoring Subscription
1.	A VAL server sends a request to an AI/ML Enablement Server to subscribe to the selected AI/ML Enablement Client status monitoring. The request shall include the requestor identifier, VAL service identifier, the selected AIML client set identifier, notification endpoint for the selected AI/ML Enablement Client’s status update and may include list of the AI/ML session identifiers established by the requestor and list of AI/ML policy IDs for the AI/ML member re-selection.
2.	The AIML enablement server validates the selection request. The AIML enablement server further performs authentication and authorization checks to determine if the requestor is able to subscribe to the selected AI/ML Enablement Client status monitoring.
3.	[Optional] If the requestor is authorized and the list of the AI/ML session identifiers IE is not provided in step 1, the AI/ML Enablement Server may determine the QoS parameters for the AIML traffic session between the requestor and the selected AI/ML Enablement Client(s) and configure the AI/ML traffic session(s) via SEALDD (Sdd_RegularTransmission API) or NEF services (AfSessionWithQoS API)
4.	The AI/ML Enablement Server shall interact with the NEF and/or SEAL services (including SEALDD) to establish the associated monitoring subscriptions based on list of the AI/ML session identifiers provided in step 1 or established sessions in step 3. The AI/ML Enablement Server determines the relevant subscription procedures and the parameters for these subscriptions based on the inputs received from the AI/ML policy IDs.
5.	The AI/ML Enablement server shall response to the VAL server with the response for selected AIML enablement client status monitoring subscription.
6.	The AI/ML Enablement Server monitors the notifications of the established subscriptions in step 4 and based on the received notifications enforces the AI/ML policies which conditions are met, e.g.:
a.	if the conditions for the re-selection action within the member selection policy are met, the AI/ML Enablement Server shall initiate the re-selection procedure (as described in step 4 within clause 8.6.1.1) to select a new AI/ML Enablement Client as a selected member. The AI/ML Enabler Server may configure and initiate the AI/ML data transfer from the re-selected member to the selected member. When the AI/ML data transfer is finished, the AI/ML Enablement Server shall cancel the related monitoring subscriptions configured in step 5b, release the established AI/ML sessions in step 3, and remove the enforced policies; and
b.	if conditions for the QoS adjustment policy are met, the AI/ML Enablement Server shall generate and enforce the QoS policy(-ies). The AI/ML Enablement Server shall continue the QoS monitoring for the relevant AI/ML Enablement Client(s). If the AI/ML Enablement Client QoS characteristics do not match the required QoS values, the AI/ML Enablement Server shall initiate the re-selection procedure as described in step 7a.
7.	The AI/ML Enablement Server notifies the VAL server about the selected AI/ML client’s status update, e.g., the AI/ML Enablement Client A is re-selected and replaced by AI/ML Enablement Client B.
[bookmark: _Toc164779184][bookmark: _Toc164779438][bookmark: _Toc164791894]8.6.2	Architecture Impacts
Editor's note:	This clause provides the architecture impacts of the solution and possible new SA6 capabilities and interfaces.
[bookmark: _Toc164779185][bookmark: _Toc164779439][bookmark: _Toc164791895]8.6.3	Corresponding APIs
Table  8.6.3-1 shows the request sent by a VAL server to an AIML enablement server for the AIML enablement client selection with SEAL and 5GC support procedure.
Table 8.6.3-1: Request for AIML enablement client selection procedure
	Information element
	Status
	Description

	VAL server identifierRequestor identity
	M
	The identifier of the  VAL serverrequestor.

	Security credentials
	M
	Security credentials to authenticate and authorize the requestor.

	Application VAL service identifier
	O
	An identifier for the AIML applicationVAL service.

	List of AIML client IDs
	O 
(see NOTE) M
	A list of AIML client IDs that was previously discovered for inclusion into an AIML client set.

	Number of the required AIML clients
	O
(see NOTE)
	Indicates the requested number of AIML clients to be selected based on member selection policies.

	List of AI/ML policy IDs for the AI/ML client selection
	O
	Represents the list of policies that shall be enforced for the client selection procedure.

	Endpoint at the VAL sever or receiving ML model update
	M
	Represents the endpoint (pair Address-Port or URL) at the VAL server for receiving ML model update from the selected AIML Enablement Client(s).

	NOTE:	These information elements are mutually exclusive.



Table  8.6.3-2 shows the response sent by the AIML enablement server to the VAL server for the AIML enablement client selection with SEAL and 5GC support procedure.
Table 8.6.3-2: Response for AIML enablement client selection procedure
	Information element
	Status
	Description

	Status
	M
	The status for the request: success or fail. 

	AIML client set identifier
	M
	An identifier to associate with the set of AIML enablement clients that the VAL server has provided in the request. The AIML client set can be updated by using this identifier.



Table 8.6.3-3 shows the request sent by a VAL server to an AIML enablement server for the Selected AIML Enablement Client Status Subscription.
Table 8.6.3-3: Request for selected AIML enablement client status monitoring subscription procedure
	Information element
	Status
	Description

	Requestor identity
	M
	The identifier of the requestor.

	VAL service ID
	O
	An identifier for the VAL service.

	AIML client set identifier
	M
	Represent the set of the AIML clients that events are subscribed to.

	List of the AI/ML session identifiers
	O
	The list of session identifiers (e.g., traffic descriptors from SEALDD as defined in 3GPP TS 23.433 or Transaction Reference IDs as defined in 3GPP TS 23.502).

	List of AI/ML policy IDs for the AI/ML member re-selection
	O
	Represents the list of policies that shall be enforced for the client re-selection procedure.

	Notification endpoint for the selected AI/ML Enablement Client’s status update
	M
	Represents the endpoint at the VAL server for receiving the notifications on the selected AI/ML Enablement Client’s status update



Table 8.6.3-4 shows the response sent by the AIML enablement server to the VAL server for the selected AIML enablement client status monitoring subscription procedure.
Table 8.6.3-4: Response for selected AIML enablement client status monitoring subscription procedure
	Information element
	Status
	Description

	Status
	M
	The status for the request: success or fail. 



Table 8.6.3-5 shows the notification sent by the AI/ML Enablement Server to the VAL server for the AIML enablement client selection status update.
Table 8.6.3-5: Notification for selected AIML enablement client status monitoring subscription procedure
	Information element
	Status
	Description

	Requestor ID
	M
	The identifier of the requestor.

	List of the selected AI/ML Enablement Client status update events
	M
	Represents the list of selected AI/ML Enablement Client status update events, e.g., the AI/ML Enablement Client A is re-selected and replaced by AI/ML Enablement Client B.



[bookmark: _Toc164779186][bookmark: _Toc164779440][bookmark: _Toc164791896]8.6.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.

[bookmark: _Toc164779187][bookmark: _Toc164779441][bookmark: _Toc164791897]8.7 	Solution  #7: AIML enablement client discovery
[bookmark: _Toc164779188][bookmark: _Toc164779442][bookmark: _Toc164791898]8.7.1	Solution description
The following clauses specify procedures, information flows, and APIs for Key Issue  #3 to support AIML enablement client discovery.
Assumptions:
1.	The proposed solution is based on client-server architecture for federated learning.
2.	The AIML enablement server has a repository of AIML enablement clients and associated AIML client profiles.
3.	AIML enablement clients that support AIML operations have registered with the AIML enablement server and included their AIML client profile. The registration procedure may be performed as described in solution # 8.


 
Figure  8.7.1-1: AIML client discovery procedure
1.	The AIML enablement consumer (e.g.,Aa VAL server) sends a request to an AIML enablement server to discover AIML enablement clients that are available to participate in federated learning operations, e.g., is available and have required data to train an ML model. The AIML enablement client discovery request includes client/server identifier, security credentials, discovery criteria. The request may also include AIML task container to discover clients who can perform the AIML tasks like AIML model training/offload/split. The AIML task container includes required task service availability duration, AIML task type like model transfer, model training. The request may include a minimum number of FL members required for AIML operation splitting.
Editor's Note: Other IEs in the request are FFS. Whether the IEs are included in the AIML member selection policy is FFS.
2.	The AIML enablement server validates the discovery request and verifies the security credentials provided in the discovery request. The AIML enablement server further performs authentication and authorization checks to determine if the requestor is able to discover AIML enablement clients. If authorized, the AIML enablement server determines a list of AIML enablement clients that meets the discovery criteria.
NOTE  1: The AIML enablement server may provide list of target UE(s) and utilize Member UE selection assistance procedure from 3GPP TS  23.502 [6], section clause 4.15.13 to get assistance in selecting candidate UEs. The AIML enablement server then determines a list of UEs that fulfils the discovery criteria based on information received from AIML enablement client registrations.
NOTE  2:	If the available FL members (at AIML enablement server) that fulfils discovery criteria are less than the required minimum number of FL members for AIML operation splitting, then the AIML enablement server may discover the remaining required FL members from other AIML enablement server over AIML-E reference point and include them in the response message.
Editor's Note: It is FFS whether a FL client repository function is necessary to enable this step.
3.	The AIML enablement server sends an AIML enablement client discovery response that includes the status of the discovery request, a list of AIML client profiles matching the discovery criteria, and the number of matching AIML client profiles. The response also includes the information related to supported tasks with guaranteed task KPIs, available AIML tasks service duration. 
NOTE 3:	In case, the AIML enablement server does not provide the required number of the FL members in the discovery response (i.e.,  the discovered FL members in the discovery response message are less than the required minimum number of FL members) for AIML operation splitting, then the AIML enablement consumer can discover the remaining required FL members from other AIML enablement server indicating the required number of FL members.
[bookmark: _Toc164779189][bookmark: _Toc164779443][bookmark: _Toc164791899]8.7.2	Architecture Impacts
Following enhancement are required for the architecture defined in clause  8.1. Figure  8.7.2-1 illustrates the functional model for interconnection between AIML Enablement servers.


Figure  8.7.2-1: Interconnection between AIML Enablement servers
The AIML Enablement server interacts with another AIML Enablement server for the same service over AIML-E reference point.

[bookmark: _Toc164779190][bookmark: _Toc164779444][bookmark: _Toc164791900]8.7.3	Corresponding APIs
Table  8.7.3-1 shows the request sent by a VAL server to an AIML enablement server for the AIML enablement client discovery procedure.
Table 8.7.3-1: Request for AIML enablement client discovery procedure
	Information element
	Status
	Description

	VAL server identifier
	M
	The identifier of the VAL server.

	Security credentials
	M
	Security credentials to authenticate and authorize the AIML enabler client.

	Discovery criteria
	M
	Discovery criteria for finding suitable AIML enablement clients for AIML operations:

	
	
	> Requested ML models

	
	
	> Requested AIML roles: role for data collection, data preparation, training, or inferencing

	
	
	> Target location (for data collection purposes)

	
	
	> Client capabilities such as available compute, memory, and storage that may be dedicated to AIML operations

	
	
	> Dataset requirements that includes:
  >> dataset availability, including dataset size, age, features list, and data distribution of each feature
  >> Data capabilities such as data collection and supported data processing capabilities 

	
	
	> Required service: 
  >> Required VAL service ID or Service type (e.g. Slice/Service Type SST) that the client support
  >> Required corresponding service permission level (e.g. raw data, processed data, premium resource usage standard resource usage, limited resource usage)



Editor's Note: Which IEs in Table 8.7.3-1 discovery criteria are optional, and mandatory is FFS.
Table  8.7.3-2 shows the response sent by the AIML enablement server to the VAL server for the AIML enablement client discovery procedure.
Table 8.7.3-2: Response for AIML enablement client discovery procedure
	Information element
	Status
	Description

	Status
	M
	The status for the request: success or fail. 

	List of AIML client IDs
	M
	A list of AIML client IDs that matches the AIML discovery criteria.

	Number of discovered AIML clients 
	O
	The number of AIML client profiles that was found to match the AIML discovery criteria. The number indicates the potential AIML enablement clients that could participate in AIML operations.



[bookmark: _Toc164779191][bookmark: _Toc164779445][bookmark: _Toc164791901]8.7.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc164779192][bookmark: _Toc164779446][bookmark: _Toc164791902]8.8 	Solution  #8: AIML enablement client registration
[bookmark: _Toc164779193][bookmark: _Toc164779447][bookmark: _Toc164791903]8.8.1	Solution description
The following clauses specify procedures, information flows, and APIs for Key Issue  #3 to support AIML enablement client registration.
Assumptions:
1.	The proposed solution is based on client-server architecture for federated learning.
2.	The AIML enablement client has been pre-configured or has discovered the address (e.g. URI) of the AIML enablement server.
3.  The AIML enablement client has been pre-configured with an AIML client profile.


 
Figure  8.8.1-1: AIML enablement client registration procedure
1.	The AIML enablement client sends a registration request to the AIML enablement server, the registration request includes a AIML enablement client identifier, security credentials, application identifier, and AIML client profile. The AIML enablement client capabilities can also include AIML tasks related capabilities for performing AIML tasks. The supported task related information requirement include type of AIML tasks like model inference, model offload, transfer, model training.
2.	The AIML enablement server validates the registration request and verifies the security credentials. The AIML enablement server further performs an authentication and authorization check to determine if the AIML enablement client is permitted to register to the AIML enablement server and participate in federated learning operations. The AIML enablement server assigns an identifier for the AIML enablement policy to associate it with the AIML enablement client.
Editor's Note: It is FFS whether a FL client repository function is necessary to enable this step.
3.	The AIML enablement server returns an AIML enablement registration response to the AIML enablement client with the status of the registration request and the identifier associated with the AIML client profile.
[bookmark: _Toc164779194][bookmark: _Toc164779448][bookmark: _Toc164791904]8.8.2	Architecture Impacts
Editor's note:	This clause provides the architecture impacts of the solution and possible new SA6 capabilities and interfaces.
[bookmark: _Toc164779195][bookmark: _Toc164779449][bookmark: _Toc164791905]8.8.3	Corresponding APIs
Table  8.8.3-1 shows the request sent by an AIML enablement client to an AIML enablement server for the AIML enablement client registration procedure.
Table 8.8.3-1: Request for AIML enablement client registration procedure
	Information element
	Status
	Description

	AIML enablement client identifier
	M
	The identifier of the AI/ML enabler client.

	Security credentials
	M
	Security credentials to authenticate and authorize the AIML enabler client.

	[bookmark: _Hlk160124424]AIML client profile
	M
	Information about the capability of the AIML enablement client to support AIML operations:

	
	
	> Supported ML models

	
	
	> Supported AIML roles

	
	
	> Availability schedule

	
	
	> Client capabilities such as available compute, memory, and storage that may be dedicated to AIML operations

	
	
	> Dataset availability, including dataset size, age, features list, and data distribution of each feature

	
	
	> Data capabilities such as data collection and supported data processing capabilities

	
	
	> List of supported services: 
  >> List of VAL service ID(s) or List of Service type(s) (e.g., Slice/Service Type SST) that the client support
  >> Corresponding service permission level(s) (e.g., raw data, processed data, premium resource usage standard resource usage, limited resource usage



Editor's Note: Which IEs in Table 8.8.3-1 AIML client profile are optional, and mandatory is FFS.
Table  8.8.3-2 shows the response sent by the AIML enablement server to the AIML enablement client for the AIML enablement client registration procedure.
Table 8.8.3-2: Response for AIML enablement client registration procedure
	Information element
	Status
	Description

	Status
	M
	The status for the request: success or fail. 

	AIML client profile ID
	O
	An identifier for the AIML client profile



[bookmark: _Toc164779196][bookmark: _Toc164779450][bookmark: _Toc164791906]8.8.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc164779197][bookmark: _Toc164779451][bookmark: _Toc164791907][bookmark: _Hlk151542140]8.9	Solution  #9: Support for FL member registration
[bookmark: _Toc164779198][bookmark: _Toc164779452][bookmark: _Toc164791908]8.9.1	Solution description
This solution addresses Key Issue  #3.
This solution provides the procedures for the registration and registration update of candidate FL members in an FL Member Registry (e.g., A-ADRFML repository). Candidate FL members can be application layer entities (e.g., VAL server, EAS) at the server or VAL UE side, which can potentially be selected as FL clients or FL server, FL server/aggregator for a particular ASP /vertical requirement.
NOTE:	AI/ML service registry can be deployed as logical functionality in AI/ML enabler server or as enhanced capability of A-ADRF or at an edge / cloud platform repository or gateway.
[bookmark: _Toc164779199][bookmark: _Toc164779453][bookmark: _Toc164791909]8.9.1.1	Procedure for FL member registration
Figure 8.9.1.1-1 illustrates the procedure where the registration of a candidate FL member happens via the FL member Registry.
This procedure covers the registration of the candidate FL member to a global repository / registry which is introduced for keeping the FL member registrations. Such candidate member can be a server functionality or a VAL UE functionality or an enabler layer functionality which is registering to the FL member Registry to act as FL member for a given application event (analytics event or event triggered by a VAL layer application server or client).
The following figure illustrates the procedure for registering FL member.


Figure 8.9.1.1-1 Procedure for registration on FL member registry
1.	The candidate FL member (e.g., VAL server, VAL UE) onboards to the platform (edge or cloud), hosting the AIML Enablement Server. Such entity is used as a middle layer between the FL members and the registry and facilitates the registration process. 
NOTE: If the candidate FL member is a VAL UE, Solution #3 and #8 can be reused for Step 1.
Editor's Note:  It is FFS whether Solution #3 can be re-used for step 1.
2.	For registration of FL members on the FL member registry, the AIML Enablement Server sends a registration request to the FL member registry. The registration request contains a list of information about the FL member, which require registration on the FL member registry.  Such information includes the FL member type and other information such as time availability scheduling information, area of interest or location the member resides, interoperabilit9y information, use case availability/limitations.
3.	The FL member registry validates the received request and generates the identity and other security related information for all the FL members listed in the registration request.
4.	The FL member registry sends the generated information in the registration response message to the AIML Enablement Server.
5.	The AIML Enablement Server configures the received information to the individual candidate FL members.
[bookmark: _Toc164779200][bookmark: _Toc164779454][bookmark: _Toc164791910]8.9.1.2	Procedure for FL member registration update
Figure 8.9.1.2-1 illustrates the procedure where the registration update of a candidate FL member happens via the FL member Registry.


Figure 8.9.1.2-1: Procedure for registration update 
[bookmark: _Hlk150183468]1.	The candidate FL member (e.g. VAL server, VAL UE) either decides to offboard or optionally change the capabilities or a trigger is initiated based on the condition changes (e.g. VAL UE moves to an area with limited coverage) and provides this information to the AIML Enablement Server. Such update can be also update of the location of the FL member in different DN/EDN, or the temporary unavailability of the FL member which requires to update the registration.
NOTE: If the candidate FL member is a VAL UE, Solution #3 and #8 can be reused for Step 1.
Editor's Note:  It is FFS whether Solution #3 can be re-used for step 1.
2.	For registration update of FL members on the FL member registry, the AIML Enablement Server sends a registration update request to the FL member registry. The registration update request contains a list of information about the FL member (what is changed or the change of availability status), which require registration update on the FL member registry.
3.	The FL member registry validates the received update request and generates the identity and other security related information for all the FL members listed in the registration update request.
4.	The FL member Registry sends the generated information in the registration update response message to the AIML Enablement Server or to the candidate FL member.

[bookmark: _Toc164779201][bookmark: _Toc164779455][bookmark: _Toc164791911]8.9.2	Architecture Impacts
The application enabler layer architecture impacts are the following:
-	An FL member Registry is introduced for enabling the registration of candidate FL members. Such FL member registry may be part of the ML member repository as described in clause 7.2.3.
NOTE: Whether FL member registry will be part of the ML repository will be confirmed based on the agreed AIMLAPP architecture in clause 7.
[bookmark: _Hlk151133897]Editor's Note: It is FFS whether this registry is part of the A-ADRF or AIML Enablement Server.
[bookmark: _Toc164779202][bookmark: _Toc164779456][bookmark: _Toc164791912]8.9.3	Corresponding APIs
This subclause provides a summary on the corresponding API for solution #9.
-	FL member Register API (request / response model; API provider: FL member registry; known consumer: AIML enablement server; corresponding to step 2 and 4 of clause 8.9.1.1).
-	FL member Register Update API (request / response model; API provider: FL member registry; known consumer: AIML enablement server; corresponding to step 2 and 4 of clause 8.9.1.1).
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc164779203][bookmark: _Toc164779457][bookmark: _Toc164791913]8.9.4	Solution evaluation
This solution addresses Key Issue #3 and introduces the capability to support registration of an FL member (or a group of FL members) and registration update to a FL member registry (based on changes). Such FL members can be VAL UEs or VAL servers which are candidate to be used in ML operations. This solution is important for scenarios where the availability of candidate FL members changes (e.g., due to VAL UE mobility or energy status). 
NOTE: The role of FL member registry and whether this is deployed as part of ML repository will be confirmed based on the AIMLAPP architecture selection.
This solution is feasible and doesn't introduce any dependency to 3GPP network systems.
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc164779204][bookmark: _Toc164779458][bookmark: _Toc164791914]8.10	Solution #10: AI/ML member participation configurations provisioning and management
[bookmark: _Toc164779205][bookmark: _Toc164779459][bookmark: _Toc164791915]8.10.1	General
The following clauses specify procedures, information flows and APIs for Key issue  #A 7 to provision the AI/ML member participation configurations for the AI/ML Enabler services.
Editor's note:	 The relationship between the solution and KI #3 solutions needs to be evaluated and is FFS.
Assumptions:
-	AI/ML member (e.g., AI/ML Enabler Client) is registered on the AI/ML Enabler Server to participate in the AI/ML operations (e.g., ML model training).
NOTE:	The AI/ML member configurations provisioning service operation can be a part of the ML client config provisioning procedure defined in clause 8.3.2.
[bookmark: _Toc164779206][bookmark: _Toc164779460][bookmark: _Toc164791916]8.10.2	Procedures
[bookmark: _Toc164779207][bookmark: _Toc164779461][bookmark: _Toc164791917]8.10.2.1	AI/ML member participation configurations provisioning and management

[image: ]
Figure  8.10.2.1-1: AI/ML member participation configurations provisioning and management procedure
1.	The AI/ML member (e.g. AI/ML Client) sends an AI/ML member participation configurations provisioning and management request as defined in clause 8.10.3.1.
2.	Upon receiving the request, the AI/ML Enabler server performs an authorization check of the AI/ML member.
3.	If the AI/ML member is authorised, the AI/ML Enabler Server stores the AI/ML member configurations and applies the provisioned configurations to ongoing and further the AI/ML operations (e.g., ML model training).
4.	AI/ML Enabler Server provides the response to the AI/ML member with a status via AI/ML member participation configurations provisioning and management response defined in clause 8.10.3.2.
NOTE:	The service operation defined in clause 8.10.2.1 can be utilized for AI/ML member participation configurations management (i.e., update/delete) functionality.
Editor's Note: It is FFS how an FL client repository function is used in this procedure.
[bookmark: _Toc164779208][bookmark: _Toc164779462][bookmark: _Toc164791918]8.10.3	Information flows
[bookmark: _Toc138284767][bookmark: _Toc164779209][bookmark: _Toc164779463][bookmark: _Toc164791919]8.10.3.1	AI/ML member participation configurations provisioning and management request
Table 8.10.3.1-1 describes the information flow from the AI/ML member to the AI/ML Enabler server as a request for the AI/ML member participation configurations provisioning and management.
Table 8.10.3.1-1: AI/ML member participation configurations provisioning and management request
	Information element
	Status
	Description

	Requester Identity
	M
(NOTE)
	The identity of the AI/ML member performing the request.

	List of configurations
	M
	Identify the list of configurations.

	> List of VAL service ID(s)
	M
	Identify the list of VAL service IDs for which the configurations are applicable.

	> List of time-schedule configurations
	O
	Provides the list of time-schedule configurations, e.g., the AI/ML member is (not) available to participate in the AI/ML operations in the given time slot(s) and/or day(s) of the week.

	> List of location-based configurations
	O
	Provides the list of location-based configurations, e.g., the AI/ML member is (not) available to participate in the AI/ML operations in the given locations represented by coordinates, civic addresses, network areas, or VAL service area ID.

	> List of compute-utilization based configurations
	O
	Provides the AI/ML member participation availability based on list of compute (GPU, CPU, AIPU, NPU) utilization based configurations, e.g. the AI/ML member may participate the AI/ML operation if the GPU load is less than the given percent.

	> Mode of member participation
	O
	Indicates the AI/ML member availability for the participation based on the modes like training (e.g., FL, DML, ML, and/or Split Learning), aggregator, coordinator and/or inference.

	> Service exposure level
	O
	Indicates level of service exposed by the AI/ML member for the corresponding VAL service ID e.g., premium resource usage, limited resource usage, raw data, processed data.

	NOTE:	This information element shall not be updated in the AI/ML member participation configurations management request.



NOTE:	In Table  8.10.3.1-1, the configurations identify the conditions and criteria, when satisfied the AI/ML member can participate in the AI/ML operations initiated by VAL service(s).

Editor's note: Whether ML model requirement, dataset requirement and other AI/ML capability are needed is FFS.
[bookmark: _Toc138284768][bookmark: _Toc164779210][bookmark: _Toc164779464][bookmark: _Toc164791920]8.10.3.2	AI/ML member participation configurations provisioning and management response
Table 8.10.3.2-1 describes the information flow from the AI/ML Enabler server to the AI/ML member as a response for the AI/ML member participation configurations provisioning and management.
Table 8.10.3.2-1: AI/ML member participation configurations provisioning and management response
	Information element
	Status
	Description

	Result
	M
	Indicates success or failure of the request.



[bookmark: _Toc148629432][bookmark: _Toc164779211][bookmark: _Toc164779465][bookmark: _Toc164791921]8.11	Solution  #11: AIML service lifecycle management procedure
[bookmark: _Toc148629433][bookmark: _Toc164779212][bookmark: _Toc164779466][bookmark: _Toc164791922]8.11.1	General
The following clauses specify procedures, information flows and APIs for Key issue # 1 to enable the AIML service lifecycle management procedure.
The AIML service opeation is a interaction between VAL server (e.g., AIML server) and AIML client for the AIML service. The VAL server uses the AIML enabler layer to support the AIML service lifecycle management for the AIML service like FL, TL, SL. 
Pre-conditions:
1.	The AI/ML Enablement client send the AI/ML Enablement client registration request to the AIML Enablement server.
[bookmark: _Toc164779213][bookmark: _Toc164779467][bookmark: _Toc164791923]8.11.2	AIML service lifecycle management procedure



Figure  8.11.2-1: AIML service lifecycle management procedure
1.	The VAL server sends AIML service lifecycle management request to the AIML Enablement server. The request contains AIML service operation ID, AIML client ID, AIML clients group ID, AIML service operation mode like start, pause, continue, and finish.
2.	The AIML Enablement server sends the AIML Enablement client service operation request to the AIML Enablement client(s). The request contains AIML client ID AIML service operation mode.
Editor's Note 1: This is a generic procedure to manage the lifecycle of AIML service operation and other related information, whether it requires a dedicated API or update to other existing APIs is FFS.
Editor's Note 2: The behaviour for the AIML service operation is FFS.
3.	The AIML Enablement client sends a response indicating the success or failure of the AIML Enablement client service operation response.
4.	The AIML Enablement server provides the AIML service lifecycle management response to the VAL server. The message includes AIML service operation ID and the status of the AIML service operation.
5.	The VAL server sends AIML service lifecycle management update request to the AIML Enablement server with the AIML service operation ID and update information.
6.	The AIML Enablement server receives the request and performs steps 2 and step 3 The AIML Enablement server provides the AIML service lifecycle management update response to the VAL server. The message includes the result of the update and the AIML service operation ID.
Editor's Note 3: other IEs in the response are FFS.
[bookmark: _Toc164779214][bookmark: _Toc164779468][bookmark: _Toc164791924]8.12	Solution  #12: AI/ML model lifecycle management
[bookmark: _Toc164779215][bookmark: _Toc164779469][bookmark: _Toc164791925]8.12.1	Solution Description on AI/ML Model Lifecycle Managementdescription
This solution addresses Key Issues  #1 and  #6. The solution provides a procedure to support AI/ML model lifecycle management for ML model re-training and update when model performance degradation is observed by AI/ML Enablement. The solution also supports using an existing model to re-train the model using Transfer Learning. Additionally, if the degraded model is related to other models due to e.g., Transfer Learning, the AI/ML Enablement may trigger the update of those related models as well.
Figure  8.12.1-1 depicts the procedure where the AI/ML Enablement capability can trigger model update upon detecting model performance degradation.
Pre-conditions:
1.	The AI/ML Enablement Server has provided a ML model to the AI/ML Enablement Consumer.
2.	The AI/ML consumer may indicate to the AI/ML Enablement Server that the performance degradation will be detected by the consumer based on its local configuration.





Figure 8.12.1-1: Support for AI/ML model lifecycle management
0.	The AI/ML Enablement Consumer detects a performance degradation of the AI/ML model and reports it to the AI/ML Enablement Server in a notification that includes the ID of the model.
Editor's Note: How the AI/ML Enablement Consumer detects the performance degradation is FFS
Editor's Note: What additional parameters are included by the AI/ML Enablement Consumer in the performance degradation notification is FFS.
1.  The AI/ML Enablement Consumer sends an AI/ML model update request to the AI/ML Enablement Server that includes the ID of the model
12.	The AI/ML Enablement Server determines that whether an update of the AI/ML model is required. 
23.	The AI/ML Enablement Server fetches the ML model information from the ML Model and Data Repository. The AI/ML Enablement Server may also perform ML model discovery to determine whether an existing ML model stored by the ML Model and Data Repository can be used to train the new model (e.g., using Transfer Learning).
The AI/ML Enablement Server can also discover models that are related due to Transfer Learning or the use of the same training data, to identify additional models that may require an update.
43.	The AI/ML Enablement Server performs ML model re-training, which corresponds to the ML model training procedure as described in other solutions in thise TR.
If the degraded model is linked to other models (e.g., due to Transfer Learning, or the same training data has been used), the AI/ML Enablement Server may trigger the re-training and update of those related models as well.
45.	The AI/ML Enablement Server provides the updated ML model to the AI/ML Enablement Consumer either by sending it directly, or by providing information to retrieve it from the ML Model and Data Repository.
[bookmark: _Toc164779216][bookmark: _Toc164779470][bookmark: _Toc164791926]8.12.2	Consumer-based ML Model Performance Degradation Detection


Figure 8.12.2-1: Consumer-based ML Model Performance Degradation Detection
This procedure corresponds to the step 0b in clause 8.12.1.
1. An ADAE Server, as an AI/ML Enablement Consumer, receives trained ML model (or ML model information) from the AI/ML Enablement Server.
1. The ADAE Server receives request from consumer for analytics, generates analytics by using the ML model provided by AI/ML Enablement Server, and responses/notifies to the consumer with the required analytics. 
1. The ADAE Server requests the consumer to feedback usage result of the analytics.
1. The consumer uses the analytics for its operations and collects operation results. Performance degradation may be found from the operation results. The performance degradation may cause by e.g., insufficient analytics accuracy, or the current analytics cannot fulfill the changed conditions at the consumer.
1. The consumer feedbacks the usage result of the analytics to the ADAE Server.
1. The ADAE Server updates the analytics accuracy based on feedback information from the consumer, and checks the performance of the ML model, which is used to generate the analytics, e.g., performance degradation of the ML model.
Editor’s Note: Whether and how ADAE is a functional entity capable of detecting model performance degradation is FFS.
If the AI/ML Enablement Consumer is e.g. VAL Server, similar procedure as shown in Figure 8.12.2-1 be performed for detecting of ML Model performance, by replacing "analytics" with e.g., "operation instructions".
[bookmark: _Toc164779217][bookmark: _Toc164779471][bookmark: _Toc164791927]8.12.2	Architecture Impacts
The application enabler layer architecture impacts are the following:
-	AI/ML Enablement Server is introduced to support AI/ML model lifecycle management.
-	AI/ML Enablement Consumer is introduced to consume AI/ML Enablement Server services.
-	AI/ML Enablement Consumer is introduced to detect ML model performance degradation.
-	The ML Model and Data Repository is introduced to store the ML models and training data.
[bookmark: _Toc164779218][bookmark: _Toc164779472][bookmark: _Toc164791928]8.12.3	Corresponding APIs
Table 8.12.3-1 details the ML model performance degradation notification IEs.
Table 8.12.3-1: AI/ML model update request
	Information element
	Status
	Description

	AI/ML Enablement Consumer Identity 
	M

	The identity of the AI/ML Enablement Consumer sending the notification.

	AI/ML model ID
	M

	Provides the ID of AI/ML model for which the performance degradation has been detected.

	Performance degradation information
	O

	Provides details about the detected performance degradation, such as the time, instances, or information on the degraded metrics (e.g.  accuracy, recall, F1score).

	AI/ML model information
	O
	Information on where the AI/ML is stored, such as the repository endpoint or ID.



The ML model information retrieval process is similar to the one described in solution 5, where the model ID is provided in the request.
Table 8.12.3-2 details the ML model update IEs.
Table 8.12.3-2: AI/ML model update response
	Information element
	Status
	Description

	Model update indication
	M
	Indicates whether the model has been updated

	AI/ML model ID
	M

	Provides the ID of the updated AI/ML model 

	AI/ML model
	O
(NOTE)

	Provides the updated AI/ML model

	AI/ML model information
	O
(NOTE)

	Provides the information of the ML model and data repository, from which the AI/ML model can be retrieved, such as the repository endpoint or ID.

	NOTE: At least one of these information elements shall be provided.



Editor's note:	This clause provides the corresponding APIs for supporting the solution.
This subclause also provides a summary on the corresponding API for solution #12.
-	Feedback usage result of analytics API (request-response or subscribe-notify model; API provider: Analytics Consumer; known consumers: VAL Server, ADAE Server; corresponding to steps 2 and 4 in clause 8.12.2).

[bookmark: _Toc164779219][bookmark: _Toc164779473][bookmark: _Toc164791929]8.12.4	Solution evaluation
This solution addresses Key Issues #1 and #6, and details the procedures for AI/ML model lifecycle management to detect performance degradation and trigger AI/ML model update. The solution also supports scenarios of Transfer Learning, by triggering proactive updates to related models if needed. This solution is feasible and doesn’t introduce any dependency to the 3GPP network systems.
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc164779220][bookmark: _Toc164779474][bookmark: _Toc164791930][bookmark: _Hlk155887612]8.13	Solution #13: Analytics and Assistance Information Collection for Supporting FL Member (Re)Selection with the ADAES capabilities
[bookmark: _Toc164779221][bookmark: _Toc164779475][bookmark: _Toc164791931]8.13.1	General
The following clauses specify procedures, information flows and APIs for Key Issues # 1 and # 3 to support AI/ML Enablement Server interact with ADAES and NEF for analytics and assistance information to support FL member (re)selection in the VAL server driven and the AI/ML Enablement server driven FL members (re)selection scenarios.
Pre-conditions:
-	FL member (e.g., AI/ML Enablement Client) is registered on the AI/ML Enablement Server to participate in the AI/ML Enablement operations (e.g., ML model training).
[bookmark: _Toc164779222][bookmark: _Toc164779476][bookmark: _Toc164791932]8.13.2	Procedure on Analytics/Assistance Information Collection for FL member (re)selection with the ADAES capabilities


Figure  8.13.2-1: Analytics/Assistance information collection procedure for FL member (re)selection
0.	 The consumer (e.g. VAL server) may request AI/ML Enablement Server to start assisting the VAL server for the FL member (re)selection or request the AI/ML Enablement Server to coordinate the AI/ML operations for member (re)selection in a FL process. The AI/ML Enablement Server may decide that analytics for analytics is needed.
1.	The AI/ML Enablement Server may retrieve information from ADAES, by sending analytics (update) request to ADAE server (e.g., UE-to-UE application performance analytics).
Editor's Note:	It is FFS whether and what more analytics from ADAES is needed.
2.	The ADAES performs analytics relevant operations to generate the analytics.
3.	The ADAES provides response/notifications to the AI/ML Enablement Server with the required analytics.
4.	The AI/ML Enablement Server may retrieve assistance information on FL member (re)selection from NEF, by invoking the Nnef_MemberUESelectionAssistance_Subscribe service operation as defined in clause 5.2.6.32.2 of 3GPP TS 23.502  [6]. The subscription request may contain Member UE filtering criteria and a (update) UE list (which are registered as AI/ML Enablement Clients on the AI/ML Enablement Server). 
After deriving (updating) list of candidate UE(s), the NEF notifies the AI/ML Enablement Server with the (derived/updated) list of candidate UE(s) by invoking the Nnef_MemberUESelectionAssistance_Notify service operation as defined in clause 5.2.6.32.4 of 3GPP TS 23.502  [6].
5.	The AI/ML Enablement Server decides/updates the FL member list for the FL process based on the collected analytics and/or assistance information and may also according to the AI/ML member selection policies.
Editor's Note: the details of step 5 are FFS.
6.	If request in step  0, the AI/ML Enablement Server responses to the consumer with the FL member(s) information.
The steps  1-3 and  4 can be performed simultaneously, sequentially, or alternately. For example, if new analytics keeps generated at the ADAES during the FL process, the steps  2-5 may repeat until the end of the FL process. If the analytics request from the AI/ML Enablement Server update dynamically during the FL process, the steps  1-5 may repeat until the end of the FL process.
[bookmark: _Toc164779223][bookmark: _Toc164779477][bookmark: _Toc164791933]8.14	Solution #14: AI/ML policies provisioning and management
[bookmark: _Toc148629436][bookmark: _Toc164779224][bookmark: _Toc164779478][bookmark: _Toc164791934]8.14.1	General
The following clauses specify procedures, information flows and APIs for Key issue#7 to provision and manage the AI/ML policies for the AI/ML Enablement services.
The AI/ML data transfer policies allow the VAL server to provide requirements for the AI/ML data (e.g., the current status of the trained ML model) from the de-selected to the selected client. The VAL server may have a network QoS requirements for AI/ML data transfer to use Background Data Transfer to save cost for the AI/ML data transfer. 
The AI/ML data transfer policies can be used for both time-sensitive and non-time-sensitive AI/ML data transfer. For example:
· VAL server performs the time-sensitive learning that should be completed as soon as possible. The VAL server can request the AI/ML Enablement server to configure a temporary AI/ML data transfer session with QoS during AI/ML member re-selection procedure, in order to transfer the current trained data within the minimal time.
· The VAL server performs the non-time-sensitive learning and would like to reduce the cost of the AI/ML operation. The VAL server can request the AI/ML Enablement server to use background data transfer with lowest costs as BDT policy guidance.
[bookmark: _Toc148629437][bookmark: _Toc164779225][bookmark: _Toc164779479][bookmark: _Toc164791935]8.14.2	Procedures
[bookmark: _Toc164779226][bookmark: _Toc164779480][bookmark: _Toc164791936]8.14.2.1	AI/ML policies provisioning and management


Figure  8.14.2-1: AI/ML policies provisioning and management procedure
1.	The VAL server sends an AI/ML service request with policies provisioning and management information as defined in clause 8.A.3.1.
2.	Upon receiving the request, the AI/ML Enablement Server performs an authorization check of the VAL server.
3.	If the VAL server is authorised, the AI/ML Enablement Server stores the AI/ML policies and applies the provisioned policies to ongoing and further the AI/ML operations (e.g., ML model training). The AI/ML application QoS adjustment policies are applied for the selected AI/ML members as per the member selection and re-selection policy after obtaining the identifiers of the AI/ML members that are selected as a result of the enforcement of the policy. The AI/ML Enablement server can use the SEALDD or the NEF services (AFSessionWithQoS) to configure the QoS. When the AI/ML members are de-selected, the QoS adjustment is reversed as they no longer participate in the AI/ML operation.
4.	AI/ML Enablement Server provides the response to the VAL server with a status via AI/ML member selection policies provisioning and management response defined in clause 8.14.3.2.
NOTE:	The service operation defined in clause 8.14A.2.1 can be utilized for AI/ML member selection policies management (i.e., update/delete) functionality.
Editor's Note:	The related service operation request (e.g., member selection) is to be updated in the evaluation stage.
[bookmark: _Toc164779227][bookmark: _Toc164779481][bookmark: _Toc164791937]8.14.3	Information flows
[bookmark: _Toc164779228][bookmark: _Toc164779482][bookmark: _Toc164791938]8.14.3.1	AI/ML service request with policies provisioning and management information
Table 8.14.3.1-1 describes the information flow from the VAL server to the AI/ML Enablement Server as a request that contains the AI/ML policies provisioning and management information.
Table 8.14.3.1-1: AI/ML policies provisioning and management request
	Information element
	Status
	Description

	Requester Identity 
	M
(see NOTE 1)
	The identity of the VAL server performing the request.

	VAL service ID
	M
	Identify the VAL service ID.

	List of member selection and re-selection polices
	O
(see NOTE)
	Identifies the list of member selection and re-selection policies, e.g., the AI/ML member shall be re-selected when the PLR is above the given value or leaves the certain area. See details in Ttable 8.14.3.1-2.

	List of AI/ML traffic QoS adjustment policies
	O
(see NOTE)
	Identifies the list of QoS adjustment policies, e.g., the AI/ML traffic QoS shall be adjusted when the conditions are met. See details in Ttable 8.14.3.1-3.

	AI/ML data transfer policy for AI/ML member re-selection
	O
(see NOTE)
	Identifies the AI/ML data transfer policy that shall be applied for the AI/ML data transfer from de-selected to the selected AI/ML member during the re-selection procedure. See details in Table 8.14.3.1-4.

	NOTE:	At least one of these IEs shall be provided.



Editor's note: Whether additional AI/ML policies are needed is FFS.
Table 8.14.3.1-2: Member selection and re-selection policy
	Information element
	Status
	Description

	Policy ID
	M
	The identity of the policy.

	Action
	M
	Represents the policy action, e.g., select member, not select member, or re-select member.

	List of AI/ML traffic QoS conditions
	O
(see NOTE)
	Provides the list of AI/ML traffic QoS conditions associated with the Action, e.g., AI/ML traffic QoS parameter(s) (e.g., bitrate, jitter, latency, PLR, connection sustainability) with the corresponding threshold(s) and threshold matching direction(s) (e.g., above, below or crossed).

	List of AI/ML member mobility conditions
	O
(see NOTE)
	Provides the list of mobility conditions for the AI/ML member associated with the Action, e.g., low mobility, high mobility, stationary.

	List of AI/ML member participation configuration conditionss
	O
(see NOTE)
	Provides the list of the AI/ML member participation configuration conditionss associated with the Action. The AI/ML member participation configurations provided by the AI/ML members, as as defined in Ttable 8.10.3.1-1, are matched with the provided configuration conditions for member selection and re-selection.

	List of AI/ML compute capability conditions
	O
(see NOTE)
	Provides the list of the AI/ML compute capability conditions associated with the Action.

	NOTE:	At least one of these IEs shall be provided.



Editor's note: The AI/ML compute capability conditions are FFS.
Table 8.14.3.1-3: AI/ML traffic QoS adjustment policy
	Information element
	Status
	Description

	Policy ID
	M
	The identity of the policy.

	Action
	M
	Represents the policy action, e.g., adjust AIML traffic QoS.

	List of the required AI/ML traffic QoS values
	M
	Represents the required QoS values that shall be fulfilled when the conditions are met.

	List of AI/ML traffic QoS conditions
	M
	Provides the list of AI/ML traffic QoS conditions associated with the Action, e.g., AI/ML traffic QoS parameter(s) (e.g., bitrate, jitter, latency, PLR, connection sustainability) with the corresponding threshold(s) and threshold matching direction(s) (e.g., above, below or crossed).



Table 8.14.3.1-4: AI/ML data transfer policy
	Information element
	Status
	Description

	Policy ID
	M
	The identity of the policy.

	Action
	M
	Represents the policy action, e.g., initiate background AI/ML data transfer or configure a temporary AI/ML data transfer with QoS during AI/ML member re-selection procedure.

	List of the required AI/ML traffic QoS values
	O
(see NOTE)
	Represents the required network QoS values that shall be enforced for the AI/ML data transfer with QoS. This IE is applicable for the "configure a temporary AI/ML data transfer with QoS".

	Background data transmission details and policy guidance
	O
(see NOTE)
	Provides the background data transmission details and policy guidance as described in clause 14.3.2.58 of 3GPP TS 23.434 [7]. This IE is applicable for the "initiate background AI/ML data transfer" action.

	NOTE:	Only one of these information elements shall be provided.



NOTE:	The AI/ML data transfer policies can be used for e.g., AI/ML model distribution and transfer. In detail, for example, the model transfer process mentioned in step 2 of Solution #5 can consider using AI/ML data transfer policies. The AI/ML data transfer policies can also be used by the solutions for KI #5 on in-time transfer of AI/ML models.
[bookmark: _Toc164779229][bookmark: _Toc164779483][bookmark: _Toc164791939]8.14.3.2	AI/ML service response with policies provisioning and management information
Table 8.14.3.2-1 describes the information flow from the AI/ML Enablement Server to the VAL server as a response that contains the AI/ML policies provisioning and management result.
Table 8.14.3.2-1: AI/ML member selection policies provisioning and management response
	Information element
	Status
	Description

	Result
	M
	Indicates success or failure of the request



[bookmark: _Toc164779230][bookmark: _Toc164779484][bookmark: _Toc164791940]8.15	Solution  #15: ADAES support for AI-enabled DN Energy Analytics
[bookmark: _Toc164779231][bookmark: _Toc164779485][bookmark: _Toc164791941]8.15.1	Solution description
In the edge scenarios, the energy consumption for EDN can be due to the EES/EAS vCPU usage, the API invocations (for edges services produced or consumed by the EDGE platform) and other energy consumptions (e.g HW/NFVI layer). Some of this part can be fixed; however, lots of the processing is analogous to the application services which require edge computing services for the communication of application traffic over 5GS. So, by knowing the predicted/expected application service consumption and impact to the edge platform for a given area and time would be useful for triggering actions to maintain energy consumption low while not sacrificing the agreed application service performance (based on the SLAs). 
This solution introduces a logical functionality at the ADAES to provide analytics on the DN energy consumption /efficiency. The DN energy analytics is performed per DNN/ DNAI and may be used to trigger the application server migration to different cloud. The analytics are based on NWDAF analytics and UPF/DN measurements on user plane load as well as edge/app side measurements on the energy consumption.
NOTE 1: When applicable, the solution reuses existing capabilities related to Energy Efficiency by SA2 and SA5.
Editor's Note: The solution may need coordination with SA5.
Figure  8.15.1-1 illustrates the high-level procedure for this solution.


Figure  8.15.1-1: Procedure for DN Energy Analytics
1.	The Consumer (e.g., VAL server, EAS) requests ADAES to perform analytics on the DN Energy Consumption/Efficiency for one or more DNs/EDNs, Event ID= “DN energy analytics”, for a given DN service area (or subarea) and a given time window.
2.	ADAES authorizes the request and initiates the collection of network usage data from the underlying 3GPP network; and in particular for the corresponding UPFs/DNAIs. 
3.	ADAES may also request from the EAS /VAL servers hosted at the target DN, expected application service load and traffic schedules for the ongoing or future sessions within the area.
4.	ADAES receives from the EAS /VAL servers hosted at the target DN, expected application service load and traffic schedules as requested. Such data include traffic schedule report for the VAL Server.

5.	ADAES may also obtain edge load/usage data which are internal to the edge platform (e.g., present at an edge database). 
NOTE 2: How the collected data are used to calculate energy efficiency metric is up to implementation. 
Editor's Note: It is FFS to show how the collected data are used to calculate energy efficiency metric.
6.	ADAES obtains the corresponding trained ML model (or uses MTME functionality to get trained model output) and performs analytics to derive the predicted energy consumption at the target area and time horizon. The analytics outputs can be the predicted energy consumption / efficiency for the given DNN/DNAI.
NOTE 3: The interaction between ADAES and AIML Enablement Server for the ML model training re-uses Solution #4.
Editor's Note: It is FFS how the deployment of MTME in ADAES or AIML Enablement Server impacts this step.
7.	ADAES sends the analytics output data to the consumer.
Editor's NoteNOTE 4: How Energy analytics is exposed to VAL server is FFSwill be explored in normative phase.
Following step  7, the consumer can use these analytics as input to trigger pro-actively, for example:
-	an application server migration to a different edge cloud or to a centralized cloud as a way of reducing the energy consumption for the edge (if consumption is expected to be very high (e.g. higher than a pre-configured threshold)).
-	an application server offboarding and the instantiation of a new server at the target edge/centralized cloud to minimize energy consumption of the edge platform (taking into account the system wide energy efficiency).
[bookmark: _Toc164779232][bookmark: _Toc164779486][bookmark: _Toc164791942]8.15.2	Architecture Impacts
The architecture impacts are mainly the enhancement of ADAES to support an additional analytics service for DN energy analytics.
[bookmark: _Toc164779233][bookmark: _Toc164779487][bookmark: _Toc164791943]8.15.3	Corresponding APIs
This subclause provides a summary on the corresponding API for solution #15.
-	DN Energy Analytics API (request-response or subscribe-notify model; API provider: ADAES; known consumers: VAL server, EES; corresponding to step 1 and 7)
-	Energy-related Data Collection APIs:
	- Load / Usage data API (request-response or subscribe-notify model; API provider: UPF, known consumer: ADAES; corresponding to step 2)
- Load / Usage analytics API (request-response or subscribe-notify model; API provider: NWDAF; known consumer: ADAES; corresponding to step 2)
- Edge Load Data API (request-response model; API provider: EDN/EAS; known consumer: ADAES; corresponding to step 5)
NOTE: Further elaboration on the corresponding APIs for this solution will be provided at the normative phase in 3GPP TS 23.436 [4].
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc164779234][bookmark: _Toc164779488][bookmark: _Toc164791944]8.15.4	Solution evaluation
This solution addresses Key Issue #2 and introduces a new ML-enabled analytics capability to support ML-enabled DN energy analytics. This solution is re-using Solution #2 for the interaction with AIML enablement server, and mainly enhances ADAES. This solution is feasible and doesn't introduce any dependency to 3GPP network systems.  
NOTE: Alignment with SA2 may be needed on the energy efficiency metric calculation based on the outcomes of EnergyServ study.
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc164779235][bookmark: _Toc164779489][bookmark: _Toc164791945]8.16	Solution  #16: Support for FL event notifications
[bookmark: _Toc164779236][bookmark: _Toc164779490][bookmark: _Toc164791946]8.16.1	Solution description
This solution enables a subscriber/consumer (who can be the coordinator FL server or API invoker entity) for subscribing for AI/ML model related events and getting notified on changes on the availability of the FL members which are to be used for ML model training.
This solution consists of the following procedures 1) the subscription for the FL related events in clause 8.16.1.1 and 2) the event notification procedure in clause 8.16.1.2. Also, clause 8.16.1.3 describes a list of the events.
This solution enables a FL member registry (e.g., A-ADRF) to support the subscription for events related to FL members by a subscriber and its notification in case of changes. This solution assumes that such FL members have previously registered to this registry their availability and capabilities.
NOTE:	The subscribing entity in this solution can be the VAL server or any other enabler server with MTME capability (e.g., AIML enablement server) which requires to be notified on the FL related events.
[bookmark: _Toc164779237][bookmark: _Toc164779491][bookmark: _Toc164791947]8.16.1.1	Procedure on subscription for FL related events
This procedure describes the subscription for events related to FL member availability. 
Pre-conditions:
1.	The subscribing entity has the authorization to subscribe for the FL-related events.


Figure 8.16.1.1-1: Procedure for FL-related event subscription
1.	The subscribing entity sends an event subscription request to the FL member registry in order to receive notification of events related to the AI/ML model lifecycle changes and in particular the availability of FL member for a target service or area or UEs. 
2.	Upon receiving the event subscription request from the subscribing entity, the FL member Registry checks for the relevant authorization for the event subscription. 
3.	If the authorization is successful, the FL member Registry stores the subscription information.
4.	The FL member Registry sends an event subscription response indicating successful operation. 
[bookmark: _Toc164779238][bookmark: _Toc164779492][bookmark: _Toc164791948]8.16.1.2	Procedure on FL related event notification
This procedure describes the event notification procedure for the FL member availability. This can be triggered based on a change at the availability / capabilities of the candidate or selected FL members.
Pre-conditions:
1.	The subscription procedure is performed by the subscribing entity.
2.	The candidate/selected or new FL member has registered to the FL member registry based on Solution #9.


Figure  8.16.1.2-1: Procedure for FL-related event notifications
1.	The FL member Registry detects a change related to the availability of a Candidate or Selected FL member, who has already registered at the FL member registry. This detection can be in form of a trigger from the candidate /selected FL member or a new registration of a new FL member at the registry as discussed in Solution  #9. 
2.	The FL member Registry generates events to be consumed by the subscribing entity(s), based on the trigger notification, or based on a received registration from a new FL member (based on Solution  #9).
3.	For the generated event, the FL member Registry retrieves the list of corresponding subscriptions.4.	The FL member Registry sends FL-related event notifications to all the subscribing entity(s) that have subscribed for the event matching the criteria. If a notification reception information is available as part of the subscribing entity event subscription, then the notification reception information is used by the FL member Registry to send event notifications to the subscribing entity. 
[bookmark: _Toc164779239][bookmark: _Toc164779493][bookmark: _Toc164791949]8.16.1.3	List of FL-related Events
A list (not exhaustive) of the FL related events is provided in Table  8.16.1.3-1.
Table  8.16.1.3-1: List of FL related events
	Events
	Events Description

	Availability/Unavailability of candidate FL member(s)
	The event type relates to the availability or unavailability indication of a candidate FL member or a set of members, which can be a registered entity as a candidate FL server or FL client. Such availability can be for a given service area, or VAL UE, or for a given ML model ID/profile.

	Availability changes of selected FL member
	The event type relates to the availability change of a selected FL member, which can be a selected entity as a FL server or FL client. Such availability change can be for a given service area, or VAL UE, or for a given ML model ID/profile.

	FL service API update 
	The event relates to the API update related to the FL service. This can be due to the relocation of an FL member to a different DN/EDN, and the need to provide the updated northbound API.

	Monitoring FL member load
	This event relates to the monitoring of the computational load for the requested FL member. Such load can be the estimated (based on measurements) or expected/predicted. 

	Monitoring FL member energy 
	This event relates to the monitoring of the energy consumption for the requested FL member. Such energy consumption can be the estimated (based on measurements) or expected/predicted. 

	FL model monitoring info
	Time schedule and latency for the FL training. Latency considering the target latency, i.e., when the FL model training shall be completed. 


	System related events
	Alarm events providing fault information for the FL service.

	Performance related events
	Events related to system load conditions.



[bookmark: _Toc164779240][bookmark: _Toc164779494][bookmark: _Toc164791950]8.16.2	Architecture Impacts
The application enabler layer architecture impacts are the following:
-	An FL member Registry is introduced for enabling the registration of candidate FL members. 
NOTE 1: FL member Registry can be within A-ADRF in scenarios where AIML enablement co-exists with ADAES.
NOTE 2: FL member Registry and the ML model repository can be co-located based on the deployment. 
Editor's note:	This clause provides the architecture impacts of the solution and possible new SA6 capabilities and interfaces.
[bookmark: _Toc164779241][bookmark: _Toc164779495][bookmark: _Toc164791951]8.16.3	Corresponding APIs
This subclause provides a summary on the corresponding API for solution #16.
-	FL event Subscription API (request-response model; API provider: FL member registry; known consumers: VAL server, AIML enablement server, API invoker; corresponding to clause 8.16.1.1).
-	FL event Notify API (subscribe-notify model; API provider: FL member registry; known consumers: VAL server, AIML enablement server, API invoker; corresponding to clause 8.16.1.2).
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc164779242][bookmark: _Toc164779496][bookmark: _Toc164791952]8.16.4	Solution evaluation
This solution addresses Key Issue #3 and introduces the capability to support FL event notifications for FL members (or a group of FL members).  Such FL members can be VAL UEs or VAL servers which are candidate to be used in ML operations. This solution is important for scenarios where the availability of candidate FL members changes (e.g. due to VAL UE mobility or energy status).
This solution is closely coupled to Solution #9 and requires that the FL member has previously registered to the FL member repository based on solution #9. This solution is feasible and doesn't introduce any dependency to 3GPP network systems. 
NOTE: For the detection of a change in a FL member as in step 1 of clause 8.16.1.2, the FL member may indicate it indirectly via utilizing AIMLE server (based on Solution #9 in-direct registration of the FL members). Such in-direct detection will be further explored in normative phase.
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc164779243][bookmark: _Toc164779497][bookmark: _Toc164791953][bookmark: _Toc510696599][bookmark: _Toc35971391][bookmark: _Toc128732967]8.17	Solution  #17: AIML operational management
[bookmark: _Toc164779244][bookmark: _Toc164779498][bookmark: _Toc164791954]8.17.1	Solution description
The following clauses specify procedures, information flows, and APIs for Key Issue  #3 to support AIML operational management.
[bookmark: _Toc164779245][bookmark: _Toc164779499][bookmark: _Toc164791955]8.17.1.1	AIML operational management procedure
This clause describes the overall AIML operational management procedure which can be used by VAL Servers to offload single or multi-step processing to the AIML enablement layer, e.g., single request resulting in AIML Enablement server performing FL client selection followed by UE local data collection monitoring and providing notification only at completion. The procedure also allows VAL Servers to indicate specific optimization goals and targets for the overall processing. While greatest offloading gains can be obtained for FL tasks, other (non-FL) AIML operations can be initiated by the AIML Enablement Server as part of this procedure.
Assumptions:
1.	The proposed solution is based on client-server architecture for AIML operations.



Figure  8.17.1-1: AIML operational management procedure
1.	A VAL server sends an AIML operational management subscription request to an AIML enabler server to schedule AIML enablement operations. AIML operations can consist of data collection, data preparation, exploratory data analysis (EDA), AIML training, and AIML inference. AIML operations can also consist of participation in split AIML or transfer learning operations. The request includes the parameters listed in Table  8.17.3-1.
Editor's Note: It is FFS whether the AIML operation list in this request includes training and inference.
2.	The AIML enablement server validates the operational management subscription request and verifies the security credentials provided in the request. The AIML enablement server further performs authentication and authorization checks to determine if the requestor is able to schedule AIML operations. If authorized, the AIML enablement server creates an AIML operational management context with the provided information in the request and assigns an AIML operational management identifier.
3.	The AIML enablement server sends an AIML operational management subscription response that includes the status to the operational management request and the assigned AIML operational management identifier.
4.	The AIML enablement server uses the information in the AIML operational management profile and other information provided in step  1 to determine the set of AIML operations (which it needs to perform itself) and of AIML tasks (e.g., for AIML enabler clients).  
NOTE  1:	The set of AIML operations to be performed at the AIML enabler server, together with the set of AIML operations and AIML tasks determined based on the step  1 request is termed “AIML operational schedule” for ease of description. How the “AIML operational schedule” is implemented by the AIML enabler is up to implementation.
NOTE  2:	“AIML task” is a generic term for AIML processing performed based on AIML enabler server requests (e.g. by AIML enabler clients). Examples of “AIML task” include triggering AIML enabler client to download an ML model and/or model parameters, triggering data collection, etc. 
5.	Based on the AIML operational schedule, the AIML enablement server performs necessary operations. For example, it may perform AIML enablement client selection, AIML model management, etc. This step reuses procedures described in other solutions for each corresponding AIML operation. As part of this step, the AIML enablement server can also subscribe to analytics related to UE mobility, QoS, communication session information, from the 5GS NEF, NWDAF, SEAL services for monitoring.
6.	The AIML enablement server sends requests to the determined AIML enablement clients and is notified of task completion. This step is further detailed in clause 8.17.1.2.
If operational optimization assistance information has been included in the step 1 request, the AIML enablement server can use 5GS support to provide optimizations, e.g. use of 3GPP TS 23.434 clause 14.3.12 for network parameters configuration, use of 3GPP TS 23.434 clause 14.3.10 for setup of QoS session, use of 3GPP TS 23.434 clause 14.3.3.3 for resource management, use of 3GPP TS 23.434 clause 14.3.5.3.2 for QoS provisioning and management, use 3GPP TS 23.502 clause 4.15.6.3 to configure the expected UE behavior parameters required for the optimization mode.
Editor's note:	The procedures and APIs used for this step are FFS.
7.	For AIML operational management requests that resulted in multiple AIML operations and/or requests sent to the AIML enabler clients, the AIML enablement server may update the operational schedule based on the received notifications, operational schedule and local policies. For incomplete// disrupted AIML tasks, the AIML enabler server may determine to perform actions such as changing the selected AIML enablement client, modifying AIML task parameters, etc.
8.	The AIML enablement server sends an AIML operational management notification to the VAL server as listed in Table 8.17.3-3.
[bookmark: _Toc164779246][bookmark: _Toc164779500][bookmark: _Toc164791956]8.17.1.2	AIML enablement client task triggering 
This clause describes how several different procedures can be used iteratively in the AIML Enablement layer to perform AIML operational management, as described in clause 8.17.1 step 6. 
AIML enablement clients may be triggered by the AIML Enablement Server to perform AIML enablement operations as follows:
1. Monitor data operations:
0. See solution #21: AIML data management procedure, steps 4-8.
1. Download ML model and/or ML model parameters:
1. See push model information request/ response in clause 8.17.4. The AIML Enablement Server uses creates the request in Table 8.17.4-4 including the AIML model to be pushed and the necessary identifiers and sends it to the AIML client. The AIML client provides the response in Table 8.17.4-5.
1. Provide ML model training capability evaluation. 
2. See clause 8.18.2 steps 3-5.
1. Perform model training.
3. See solution #22: HFL training, steps 4-7 
3. See solution #18: Supporting VFL, steps 6-7
1. Monitor training round.
See training monitoring request/ response in clause 8.17.4. The AIML Enablement Server uses creates the request in Table 8.17.4-6 to request the AIML Enablement client to monitor training rounds and provide training monitoring notifications.
[bookmark: _Toc164779247][bookmark: _Toc164779501][bookmark: _Toc164791957]8.17.2	Architecture Impacts
Editor's note:	This clause provides the architecture impacts of the solution and possible new SA6 capabilities and interfaces.
[bookmark: _Toc164779248][bookmark: _Toc164779502][bookmark: _Toc164791958]8.17.3	Corresponding AIML-S APIs
Table  8.17.3-1 shows the request for the AIML operational management procedure from VAL Server to the AIML Enablement Server.
Table 8.17.3-1: Request for AIML operational management procedure
	Information element
	Status
	Description

	Requestor identifier
	M
	The identifier of the requestor.

	Security credentials
	M
	Security credentials to authenticate and authorize the requestor.

	Application identifier
	O
	An identifier for the AIML application

	AIML operational management description
	M
	Information used to determine the AIML enabler operations to be performed. The parameter may provide a discrete list of AIML operations being requested to be managed by the AIML enablement server. AIML operations can be data collection, data preparation, exploratory data analysis (EDA), AIML training, AIML inference, and participation in split AIML or transfer learning operations.

	AIML operational management profile
	M
	Information provided to the AIML enablement server to manage the AIML operational management request, e.g.: ML model parameters, Training requirements,  Dataset requirements

	AIML client selection criteria
	M
	Criteria use to select AIML clients that may be selected for AIML tasks, including location, connectivity schedule, etc. The AIML server can also use the selection criteria to maintain a AIML client pool to assist with performing the AIML task, e.g. due to inability to complete the AIML task as a result of disruptions in the UE or the network.
The selection criteria may be used to specify an AIML client list pre-selected by the requestor. 

	Minimum number of AIML clients
	M
	A minimum number of AIML enablement clients required to participate in the AIML operation. 

	Operational requirement information
	O
	Provides AIML service optimization assistance information. This includes an operational goal e.g. max convergence time.

	Scheduling criteria
	O
	Criteria to determine the AIML operational schedule. For example, data collection may require that AIML enablement clients collect data during certain times. An expiration time of the management request may be included

	Notification criteria
	O
	A configuration for the frequency of notifications to the requestor and may be time-based and/or event based. Events may consist of AIML task completion, AIML task percentage completion, error conditions, and other events that may occur during AIML operation.



NOTE: The AIML operation management API is to be restricted from duplicating any other single AIML-S API available, e.g. restricted from triggering only a FL/ML training operation.
Table  8.17.3-2 shows the response for the AIML operational management procedure. The response is sent by the AIML Enablement Server to the VAL Server.
Table 8.17.3-2: Response for AIML operational management procedure
	Information element
	Status
	Description

	Status
	M
	The status for the request: success or fail. 

	Request identifier
	M
	An identifier to associate with the management request and notifications.



Table  8.17.3-3 shows the notification for the AIML operational management procedure. The notification is sent by the AIML Enablement Server to the VAL Server.
Table 8.17.3-3: Notification for AIML operational management procedure
	Information element
	Status
	Description

	Request identifier
	M
	Identifier of the corresponding management request.

	Completion status
	M
	Completion percentage of the management request.

	Result
	M
	The result of the current AIML task: success or failure.

	AIML management request status
	O
	Information related to the status of the management request completion, e.g. statistics, list of AIML enabler clients, etc.

	Operational result
	O
	Provides indication of goals achieved, if the request included “Operational assistance information”



[bookmark: _Hlk162355896]8.17.4	Corresponding AIML-UU APIs
NOTE 1: For all the APIs in this clause, additional IEs are to be specified in the normative phase.
Table 8.17.4-1 describes information elements for UE local data collection monitor request.data collection  UE local data collection monitor response.
Table 8.17.4-2:  UE local data collection monitor response
	Information element
	Status
	Description

	Result
	M
	Indicates success or failure of the request.



Table 8.17.4-3 describes information elements for UE local data collection monitor notification.
Table 8.17.4-3: UE local data collection monitor notification
	Information element
	Status
	Description

	Result
	M
	Indicates end of data collection processing and success or failure of the procedure.



NOTE 2: The UE local data collection monitor notification can be a step 1 event for the clause 8.16.1.2 procedure for FL-related event notifications.
Table 8.17.4-4 describes information elements for the Push model information request from the AIML Enablement Server to the AIML Enablement Client.
[bookmark: _Hlk162355273]Table 8.17.4-4: Push model information request
	Information element
	Status
	Description

	VAL service ID
	O 
	Identity of the VAL service for which the model applies

	VAL Server Id
	M
	Identify the VAL server for which the model applies

	AIML model information
	M
	Information related to the AIML model and model parameters. It can include an URI of where the model can be downloaded from, the model software module, the AIML model profile, etc. 



Table 8.17.4-5 describes information elements for the Push model information response from the AIML Enablement Client to the AIML Enablement Server.
Table 8.17.4-5: Push model information response
	Information element
	Status
	Description

	Result
	M
	Indicates success or failure of the request.



Table 8.17.4-6 describes information elements for training monitoring request.
Table 8.17.4-6: Training monitoring request
	Information element
	Status
	Description

	VAL service ID
	O 
	Identity of the VAL service for which data collection at the UE is being triggered

	VAL Server ID
	M
	Identify the VAL server for which the model applies

	ML model 
	M
	Provides information about the ML model to be training to be monitored, e.g. model identifier

	Training data requirements
	O
	Provides requirements for the training data to be used, e.g. min number of data samples.

	Training entity requirements.
	O
	Provides requirements for determining the training entity to be used, e.g. list of FL members



Table 8.17.4-7 describes information elements for training monitoring response.
Table 8.17.4-7:  Training monitoring response
	Information element
	Status
	Description

	Result
	M
	Indicates success or failure of the request.



Table 8.17.4-8 describes information elements for training monitoring notification.
Table 8.17.4-8: Training monitoring notification
	Information element
	Status
	Description

	Result
	M
	Indicates end of training round and success or failure of the procedure.

	Completion status information 
	O
	Provides information about the status of the training task, e.g. completion percentage.



NOTE 3: The training monitor notification can be a step 1 event for the clause 8.16.1.2 procedure for FL-related event notifications.
[bookmark: _Toc164779249][bookmark: _Toc164779503][bookmark: _Toc164791959]8.17.54	Solution evaluation
The solution for operational management provides a mechanism for the VAL layer to offload processing and/or monitoring of AIML operations to the AIML layer. This solution allows AIML enablement layer to provide significant value to VAL applications which require support with overall optimization of the AIML workflow and/or offload of associated monitoring, scheduling, etc. of individual operations,
The overall functionality of the AIML operational management procedure can be also triggered using multiple individual APIs (e.g., VFL training in solution #18, data management in solution #21) if the VAL layer performs the AIML management on its own.
NOTE: The AIML operation management API is to be restricted from duplicating any other single AIML-S API available, e.g., restricted from triggering only a FL/ML training operation.Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.

[bookmark: _Toc164779250][bookmark: _Toc164779504][bookmark: _Toc164791960]8.18	Solution #18: Supporting VFL in Enablement Layer  
[bookmark: _Toc164779251][bookmark: _Toc164779505][bookmark: _Toc164791961]8.18.1	GeneralSolution description
The following clauses specify procedures, information flows and APIs for KI #4 to support VFL among Application Layer multiple UEs.
Pre-conditions:
-	VFL member (e.g., AI/ML Enablement Client which is deployed to an UE) has dataset or can access to data sources or is able to collect data from data producers for the AI/ML operations.
8.18.2	Procedure


  
[bookmark: _Hlk158648746]Figure  8.18.21-1: Procedure for supporting VFL in Enablement Layer
0.	VFL members (AI/ML Enablement Clients which are deployed on UEs) registered their VFL profile to the AI/ML Enablement Server (or A-ADRF). The VFL members may update their status or information in their VFL profile to the AI/ML Enablement Server (or A-ADRF).
1.	Consumer (e.g. VAL Server) sends request to the AI/ML Enablement Server for train ML model. The consumer includes an indication for vertical federated learning and other VFL requirements such as ML models, required VFL operation features, data samples requirements, VFL members requirements.
2.	After receiving the request from the consumer, the AI/ML Enablement Server determines that VFL training between domains is needed based on request from the consumer (if the request on VFL been provided in step 1) or local configuration (according to the requirements from the consumer on the AI/ML operations).
3.	The AI/ML Enablement Server gets VFL members information and sends ML model training capability evaluation request to the VFL members (AI/ML Enablement Clients which are deployed on UEs). The request message may include e.g. test task, requirements on available time for support VFL operations, ML model, available required features of the dataset from the UE, available data sources, domains of the datasets at the UE. 
4.	The VFL members evaluate their capability and availability to join the VFL training process. The VFL members (AI/ML Enablement Clients which are deployed on UEs) run the test task contained in the request in step 5a and judge whether it will join the VFL process. As part of the test task, data alignment between the datasets of the different domains are determined. The VAL server may also provide data labels for the data alignment.
NOTE:	The procedures for data collection from UE need to take user consent into account.
5.	The VFL members (AI/ML Enablement Clients which are deployed on UEs) send response to the AI/ML Enablement Server. The response message includes the decision on whether to join the VFL training process or not, with the reason if not join or with test result if join.
Editor's Note:	Whether to separate step 2,3,4 for the Training Capability Evaluation from this procedure and defined as separate procedure is FFS.
6.	The AI/ML Enablement Server determines the VFL members for this VFL training process based on the information received in step 5 and parameters received in step 1. The criteria used by the AI/ML Enablement Server include:
-	Available data and minimum number of data samples for the same sample among the VFL members.
-	Feature alignment of the sample/datasets with data labels among the VFL members. 
-	Available time of the VFL members for support the VFL training operations. 
-	Capability and minimum number of the VFL members for the VFL training operations.
· AIML model information for the VFL members and for the AI/ML Enablement Server.
Editor's Note:	Whether and how the above parameters are to be used is FFS.
7.	The AI/ML Enablement Server coordinates the selected VFL members to perform VFL training operations for the VFL process using the parameters received in step 1. During VFL training, the VFL members send the AI/ML Enablement Server intermediate results, and the AI/ML Enablement Server sends the VFL members gradients to update the model parameters maintained by each VFL member. The procedure for the coordination process is similar as that in the solutions to KI#3 for FL.
7a.	The AI/ML Enablement Server may report to the consumer with the intermediate training status. The consumer may adjust its request on the ML model.
8.	The AI/ML Enablement Server sends response to the consumer. The response message may contain trained ML model.
[bookmark: _Toc164779252][bookmark: _Toc164779506][bookmark: _Toc164791962]8.18.2	Architecture Impacts
This solution does not have architectural impacts.
[bookmark: _Toc164779253][bookmark: _Toc164779507][bookmark: _Toc164791963]8.18.3	Corresponding APIs
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc164779254][bookmark: _Toc164779508][bookmark: _Toc164791964]8.18.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc164779255][bookmark: _Toc164779509][bookmark: _Toc164791965]8.19	Solution  #19: Support for AIML operation splitting
[bookmark: _Toc164779256][bookmark: _Toc164779510][bookmark: _Toc164791966]8.19.1	Solution description
This solution is for Key Issue  #5 and addresses AIML operation splitting management and configuration.
In this solution, the term "split operation pipeline" is used to represent distributed compute nodes configured sequentially. Data can be provided at the entry point of the pipeline, and sequentialy processed through each node of the pipeline. Figure  8.19.1-1 illustrates an example of a split operation pipeline for AIML.


Figure 8.19.1-1: Example of a split operation pipeline

This solution introduces the discovery of an AIML split operation pipeline for performing inference via the AIML enablement layer and addresses aspects related to consumption of the pipeline’s inference results.
In the procedure, an AIML VAL application of a UE requires support of the network to perform AIML inference that cannot be performed locally on the UE. The AIML VAL client interacts with the AIML enablement client to provide information needed to discover or establish (e.g., create, configure) split AIML operation pipeline in the network, obtain information about the split AIML operation pipeline, and use the split AIML operation pipeline.
[bookmark: _Toc164779257][bookmark: _Toc164779511][bookmark: _Toc164791967]8.19.2	Procedure for AIML operation splitting establishment
Pre-conditions:
-	AIML inference models are available in the ML model repository or A-ADRF;
-	the AIML enablement server is aware of or can discover compute nodes available for performing AIML inference using available models;



Figure 8.19.2-1: Support for Split AIML operation
0.	An AIML VAL client needs support from the network for performing split AIML operation. The AIML VAL client provides split operation requirements to the AIML enablement client. The requirement may include information about inference stages (e.g., number, order, etc.), information about the trained AIML models (e.g., identifiers, versions, etc.) to be used at each stage, information about the planned usage of the AIML split operation (e.g., predicted inputs frequency/size, requested output frequency / size, etc.). 
NOTE  1:	Split operation requirements may be further defined in the normative phase.
1.	The AIML enablement client requests split AIML operation discovery to the AIML enablement server; the request may be based on a VAL client requirement(s). The split operation request may include information in Table  8.19.3-1.
Upon receiving the request, the AIML enablement server validates if the requestor is authorized to request discovery of split AIML operation. If the requestor is authorized, the AIML enablement server may determine if an existing AIML split operation pipeline is available based on the request parameters. If an existing AIML split operation pipeline is available, the AIML enablement server may proceed to step  3. 
If no AIML split operation pipeline satisfies the request parameters, the AIML enablement server:
-	determines if an AIML split operation pipeline can be created. The determination for AIML split operation pipeline creation may be based on availability of ML inference models in a ML model repository/A-ADRF and may be based on determination of available inference nodes (e.g., VAL server(s), NWDAF(s), etc.) to execute such ML inference models.
NOTE  2:	the AIML enablement server may discover available inference nodes if it has that capability.
NOTE  3:	inference nodes may register with the AIML enablement server and indicate their capabilities for AIML split operation.
Editor's Note: Whether and how the AIML enablement server or AIML enablement consumer determines if an AIML split operation pipeline can be created or not, is FFS.
-	request or notify the determined inference nodes of their enrolment in the AIML split operation pipeline instance as specified in clause 8.19.2.1; the request or notification may include configuration information.
-	create a AIML split operation profile if needed. The AIML split operation profile may contain information about the AIML split operation pipeline nodes, configuration and expected usage.
2.	The AIML enablement server sends a split operation response to the AIML enablement client. If the AIML enablement server has determined an AIML split operation profile (e.g., existing, or newly formed), the response includes the AIML split operation profile. Otherwise, the response may include a failure and reason for failure.
3.	Upon receiving a response including an AIML split operation profile, the AIML enablement client may store the AIML split operation profile and provide the discovered split operation information (e.g., endpoints) to the VAL client.
4.	The VAL client may use the provided information to access the AIML split operation pipeline. 
If the VAL client is a data provider to the pipeline (e.g., if the VAL client participates in the pipeline), the VAL client may use the split operation discovery information to send data towards the AIML split operation pipeline head node. 
If the VAL client is a data consumer of the AIML split operation inference results from the pipeline (e.g., if the VAL client is a consumer of the pipeline final inference), the VAL client may use the split operation discovery information to request results or subscribe to results from the pipeline tail node. 
[bookmark: _Toc164779258][bookmark: _Toc164779512][bookmark: _Toc164791968]8.19.2.1	Procedure for subscribe-notify for split operation pipeline events


Figure 8.19.2.1-1: Split operation pipeline event subscription
1.	The AIML enablement client sends a request to subscribe to split operation pipeline events to the AIML enablement server. The request includes requestor identifier, security credentials, events for which the requestor is subscribing and pipeline identifier.
2.	Upon receiving the request, the AIML enablement server validates if the requestor is authorized to subscribe for split operation events. If the requestor is authorized, the AIML enablement server creates the subscription and subscription identity.
3.	The AIML enablement server sends subscription response message to the AIML enablement client indicating success or failure of the request. In case of success, the response includes the subscription identity. In case of failure, the response includes the failure cause.
4.	The AIML enablement server detects the event, that is, the AIML enablement client is either added to the pipeline or removed from the pipeline or the pipeline is modified. The AIML enablement server sends notification message to the AIML enablement client indicating the event. The notification includes pipeline identifier and AIML split operation profile if the new pipeline is created, or existing pipeline is modified.
NOTE: More Split Operation events may be determined in the normative phase.
[bookmark: _Toc164779259][bookmark: _Toc164779513][bookmark: _Toc164791969]8.19.3	Architecture Impacts 
The solution architecture impacts are:
-	The AIML Enablement Server and AIML Enablement Client are introduced to support split operation discovery.
Editor's note:	Architecture impacts of the solution and possible new SA6 capabilities and interfaces are FFS.
[bookmark: _Toc164779260][bookmark: _Toc164779514][bookmark: _Toc164791970]8.19.4	Corresponding APIs
Table  8.19.4-1 shows the request sent by a AIML enablement client to the AIML enablement server for split operation discovery request. 
Table 8.19.4-1: Split operation discovery request
	Information element
	Status
	Description

	Requestor identifier
	M
	The identity of the requestor (e.g., VAL client ID, AIML client ID, UE identifier)

	Security credentials
	M
	The security credentials of the requestor.

	Split operation requirements
	M
	Split operation requirements

	> pipeline stage information
	M
	Information about the pipeline stages (e.g., number, order, etc.)

	> model information
	M
	Information about the AIML models to be used in each stage (e.g., identifiers, versions, etc.)

	>  usage information
	O
	Information about the planned usage of the AIML split operation pipeline (e.g., inputs frequency/size, output frequency/size, etc.)



Table  8.19.4-2 shows the response sent by sent by the AIML enablement server to the AIML enablement client for split operation discovery response.
Table 8.19.4-2: Split operation discovery response
	Information element
	Status
	Description

	Status
	M
	The status for the request (e.g., success or fail), including failure reason if needed.

	AIML split operation profile
	O
	The information about the split AIML split operation pipeline..

	> pipeline identifier
	M
	Identifier of the split operation pipeline

	> pipeline head endpoint
	M
	Endpoint of the pipeline head node (e.g., for providing inference data).

	> pipeline tail endpoint
	M
	Endpoint of the pipeline head node (e.g., for obtaining inference results).

	> pipeline expected usage
	O
	Information about usage of the AIML split operation pipeline (e.g., inputs frequency/size, output frequency/size, etc.)



Table 8.19.4-3 shows the request sent by a AIML enablement client to the AIML enablement server to subscribe for split operation events.
Table 8.19.4-3: Split operation event subscription request
	Information element
	Status
	Description

	Requestor identifier
	M
	The identity of the requestor (e.g., VAL client ID, AIML client ID, UE identifier)

	Security credentials
	M
	The security credentials of the requestor.

	Events
	M
	Indicates the list of pipeline event (e.g. created, modified, removed)

	pipeline identifier
	O
	Identifier of the split operation pipeline if the requestor is subscribing to the specific pipeline related events



Table 8.19.4-4 shows the response sent by the AIML enablement server to the AIML enablement client for Split operation event subscription response.
Table 8.19.4-4: Split operation event subscription response
	Information element
	Status
	Description

	result
	M
	Indicates success or failure of the request

	Subscription identifier
	O
	Identifier of the subscription (when result indicates success)

	Failure cause
	O
	Indicates failure cause



Table 8.19.4-5 shows the notification sent by the AIML enablement server to the AIML enablement client to notify the client about pipeline events.
Table 8.19.4-5: Split operation event notification
	Information element
	Status
	Description

	Event
	M
	Indicates the pipeline event (e.g. created, modified, removed)

	model information
	M
	Information about the AIML models to be used in each stage (e.g., identifiers, versions, etc.)

	usage information
	O
	Information about the planned usage of the AIML split operation pipeline (e.g., inputs frequency/size, output frequency/size, etc.)

	Pipeline information
	O
	The information about the split AIML split operation pipeline.

	> pipeline identifier
	M
	Identifier of the split operation pipeline

	> pipeline previous endpoints
	O
	Endpoint of the previous nodes in the pipeline from where the node (receiving this notification) will get the intermediate inference.

	> pipeline next endpoints
	O
	Endpoint of the next nodes in the pipeline to which the node (receiving this notification) will send the intermediate inference.
If the node is the last node in the pipeline, this IE includes notification target address of the requestor node who created pipeline and collects the final inference.

	> pipeline expected usage
	O
	Information about usage of the AIML split operation pipeline (e.g., inputs frequency/size, output frequency/size, etc.)

	> notification target
	O
	Endpoint information where the result of the split operation is sent by the nodes



[bookmark: _Toc164779261][bookmark: _Toc164779515][bookmark: _Toc164791971]8.19.5	Solution evaluation
The proposed solution addresses Key Issue #5 for AIML operation splitting management and configuration. The solution introduces a procedure for discovery AIML split operation based on VAL client requirements and subscribe/notify procedures for split operation events. The solution allows a VAL client to consume results from a discovered split operation pipeline, to produce intermediate inference results into a discovered split operation pipeline or both.
The solution is based on the AIML enablement layer architecture, including an AIML enablement client and AIML enablement server.
Editor's note:	Solution evaluation is FFS.
[bookmark: _Toc164779262][bookmark: _Toc164779516][bookmark: _Toc164791972]8.20	Solution #20: AIML Enabler support for Transfer Learning  
This solution addresses Key Issue #6 on transfer learning enablement.
In this study, AIML enablement can be used for two types of ML tasks:
- ADAE analytics tasks (so, the training of the model is bound to a certain analytics ID).
- VAL related tasks (so, the VAL server/client are AI/ML enhanced applications which require from the AIML enablement to provide support in ML operations e.g. ML model training).
For both types of ML tasks, the solution aims to provide support for Transfer Learning (TL) by discovering and selecting the base models to be used for similar tasks as pre-trained models.
[bookmark: _Toc164779263][bookmark: _Toc164779517][bookmark: _Toc164791973]8.20.1	Solution description
Figure 8.20.1-1 illustrates the procedure where the TL enablement is performed based on the request for either an ML task from VAL layer or for an analytics task from ADAES. Such TL enablement allows the consumer to discover the similar ML models to be used as base models for the TL, as well as to support the selection of the best model to be used as pre-trained model.
Pre-conditions:
1.	Consumer is connected to AIML Enablement Server.


Figure 8.20.1-1 Procedure for TL enablement

1.	The consumer (VAL server or ADAES) sends a request to the AIML Enablement Server to provide support for discovering and selecting the appropriate pre-trained model for a given ML task (for analytics ID #x or for a certain ML model profile). 
2.	AIML Enablement Server discovers the ML repository or directly the possible MTME functionalities which can provide a pre-trained model for this request. Such entities can be VAL servers or other ADAES or other AIML Enablement Servers from the same or other platforms. 
3.	The AIMLE Server sends a request message to receive information on the pre-trained models available in the given task based on step 1. This request message is sent to the ML repository or directly to the sources of the base models. 
4.	The AIMLE Server receives based on the request, the information on the available pre-trained models together with context information to assist the selection.
5.	The AIMLE Server evaluates with the support of the ML model repository, whether the pre-trained models are applicable to the analytics ID or model profile using certain criteria. This can be assisted using data/stats from previous utilization of these models for the certain ML task. 
Based on the evaluation (which can be based on the rating), the AIML Enablement Server determines one or more pre-trained models to be used for the analytics ID or model profile.
NOTE: In this step, the AIMLE Server may rate or set a weight to the pre-trained model or the source of the model. For example, this rate can be for the applicability to a certain analytics ID (<analytics ID #x, rate 90%>). 
6.	The AIMLE Server sends to the Consumer the information for the selected pre-trained models (ID, profile, address to download) and optionally the trained models themselves if this entity has access to them. Also, this may include the rating/weight for the pre-trained model if the ADAES needs to decide among a list of them.
7. The Consumer (e.g., ADAES, VAL server) may fetch the selected models from the ML repository or directly from the corresponding MTME entities.

[bookmark: _Toc164779264][bookmark: _Toc164779518][bookmark: _Toc164791974]8.20.2	Architecture Impacts
The application enabler layer architecture impacts are the following:
-	AIMLE server is introduced with a capability to provide support for TL enablement (discovery and selection of models to be used as pre-trained models for a certain task).
-	An ML registry/repository needs to be defined for serving a database for the pre-trained models and the model info.
[bookmark: _Toc164779265][bookmark: _Toc164779519][bookmark: _Toc164791975]8.20.3	Corresponding APIs
This subclause provides a summary on the corresponding API for solution #20.
-	Discover pre-trained model info API (request / response model; API provider: AIMLE Server; known consumers: VAL server or ADAES; corresponding to step 1 and 6 of clause 8.20.1.1).
-	Fetch pre-trained model info API (request / response model; API provider: ML model registry, known consumer: AIMLE server; corresponding to step 3 and 4 of clause 8.20.1.1).
-	Fetch selected pre-trained models API (request / response model; API provider: AIMLE Server or ADAES; known consumers: ADAES or VAL server; corresponding to step 7 of clause 8.20.1.1).
[bookmark: _Toc164779266][bookmark: _Toc164779520][bookmark: _Toc164791976]8.20.4	Solution evaluation
This solution addresses Key Issue #6 and introduces the capability to support TL enablement at AIML enablement server by supporting the discovery and selection of models to be used as pre-trained models for an ML task related to either ADAE analytics or a VAL request. This solution is necessary if TL is employed, since the consumer needs to be aware on the applicability/similarity of a certain model to be used as a base for another ML task.
NOTE: How other solutions (e.g., Solution #5) can be re-used for the discovery aspects, will be considered at the normative phase. 
This solution is feasible and doesn't introduce any dependency to 3GPP network systems.
[bookmark: _Toc164779267][bookmark: _Toc164779521][bookmark: _Toc164791977]8.21	Solution #21: AIML data management procedure
[bookmark: _Toc164779268][bookmark: _Toc164779522][bookmark: _Toc164791978]8.21.1	Solution description
The following clauses specify procedures, information flows, and APIs for Key Issue #3 to support AIML data management. In this context, the term ”data management” (for AIML) refers to one of the following: data collection, data preparation, and exploratory data analysis. 
Data collection is the process of obtaining raw data, whether internally or externally of AIML enablement client, for use in AIML operation. Data preparation is the process of processing raw data into a format suitable for AIML operations (e.g. training, inferencing). Exploratory data analysis (EDA) is the process of analyzing data for general patterns and to obtain statistical properties of the data without having direct access to the data. Since federated learning preserves data privacy, an AIML consumer (e.g. VAL server) utilizes EDA requests to gain an understanding of the data, e.g. to obtain data distributions and data ranges, detect anomalies and outliers, determine relationships between/among features, and other statistical properties. 


Figure 8.21.1-1: Procedure for supporting AIML data management.
1. A consumer (e.g., VAL server) makes a request for data management subscription. The request includes a management type indicator (e.g., data collection, data preparation, exploratory data analysis), data management requirements, and a list of AIML enablement clients.
The following is provided for data collection: dataset and data source requirements, sample collection requirements, the time period for which data collection is valid, the location for data collection, etc.
The following is provided for data preparation: a dataset identifier and data preparation requirements.
The following is provided for exploratory data analysis: a dataset identifier, a list of features for statistical analysis, indication for outlier and anomaly reporting, policy for univariate/multivariate analysis, and EDA output formats.
2. The AIML enablement server authorizes the request.
3. The AIML enablement server sends a data management subscription response to the consumer with a status of the request.
4. The AIML enablement server sends data management subscription requests to AIML enablement clients. The request can be for data collection (step 4a), data preparation (step 4b), or exploratory data analysis (step 4c). The request includes the information from the request in step 1.
NOTE: Data collection can reuse A-DCCF procedures
5. The AIML enablement client sends a data management subscription response with a status of accept or reject.
6. The AIML enablement client performs the operations necessary to trigger data management at the UE, e.g. from VAL clients. For data collection, the AIML enablement client performs data collection subscription as described in procedures in 3GPP TS 23.436. If data is to be collected from the UE, SA4 EVEX mechanism can be reused as described in 3GPP TS 26.531. For data preparation and exploratory data analysis, the AIML enablement client performs the operation locally.
7. After completing the data management task, the AIML enablement client sends a notification to the AIML enablement server.
8. The AIML enablement server receives and aggregates data management notifications from the AIML enablement clients and sends a notification to the consumer including a status and the requested outputs.
The following is provided for data collection: a dataset identifier, the number of collected samples, the time period and location for which data collection was collected, and a timestamp.
The following is provided for data preparation: the dataset identifier, a report of data preparation outputs, a list of errors detected during data preparation, and a timestamp.
The following is provided for exploratory data analysis: the dataset identifier, statistical output for each feature in the dataset, a report of detected outliers and anomalies, feature correlation information from univariate/multivariate analysis, and a timestamp.

[bookmark: _Toc164779269][bookmark: _Toc164779523][bookmark: _Toc164791979]8.21.2	Architecture Impacts
This solution does not have architectural impacts.
[bookmark: _Toc164779270][bookmark: _Toc164779524][bookmark: _Toc164791980]8.21.3	Corresponding APIs
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc164779271][bookmark: _Toc164779525][bookmark: _Toc164791981]8.21.4	Solution evaluation
The data management solution provides a mechanism for the VAL layer to offload managing and monitoring of AIML data operations to the AIML layer. This solution allows AIML enablement layer to provide value to VAL applications by managing data operations.
[bookmark: _Toc160785430][bookmark: _Toc164779272][bookmark: _Toc164779526][bookmark: _Toc164791982]8.22	Solution #22: Horizontal Federated Learning training 
[bookmark: _Toc160785431][bookmark: _Toc164779273][bookmark: _Toc164779527][bookmark: _Toc164791983]8.22.1	Solution description
The following clauses specify procedures, information flows, and APIs for Key Issue #3 to support horizontal federated learning training procedure. 


[bookmark: _Hlk162955645]Figure 8.22.1-1: Procedure for HFL training
1. A VAL server makes a HFL training subscription request. The request includes: AIML model and model parameters, a model parameter aggregation function, dataset requirements (e.g. list of features, number of data samples), a list of AIML clients as FL members to perform the training (or an AIML client set identifier), number of training rounds, number of AIML clients per round, notification settings.
2. The AIML enablement server authorizes the request.
3. The AIML enablement server sends a subscription response to the consumer with a status of the request and a training identifier to track the training status.
4. The AIML enablement server sends a HFL training request to each of the AIML enablement clients identified as FL members. The HFL training request includes AIML model and model parameters, number of data samples for the training, optional operational scheduling information. Each AIML enablement client provides a response and, if is not able to perform the local training, the procedure skips to step 6.
5. Each AIML enablement client performs local training using the configured AIML model and model parameters and local data for the specified number of samples according to the operational schedule. If the AIML enablement client is not able to perform the local training, the procedure skips to step 6.
6. Upon training completion or due to errors in operation, each AIML enablement client sends a HFL training notification to the AIML enablement server. The notification includes a status of the request, the updated model parameters, information about the training data such as age and size, the elapse time of the training, errors that were encountered during training, and a timestamp.
7. If the AIML enablement server is capable, the AIML enablement server uses the model parameter aggregation function received in step 1 to perform aggregation of the model parameters from all the AIML enablement clients and then it updates the global model parameters. Steps 4 to 7 may be repeated for the configured number of training rounds. If the AIML enablement server is not capable of performing model parameter aggregation, the procedure skips to step 8.
8. The AIML enablement server sends a HFL training notification to the VAL server, based on the notification settings configured in step 1. The notification includes updated model parameters (either aggregated model parameters for the global model or individual model parameters from the client models), elapse time(s) of model training, and a list of errors encountered during training.
9. 
[bookmark: _Toc160785432][bookmark: _Toc164779274][bookmark: _Toc164779528][bookmark: _Toc164791984]8.22.2	Architecture Impacts
This solution does not have architectural impacts.
[bookmark: _Toc160785433][bookmark: _Toc164779275][bookmark: _Toc164779529][bookmark: _Toc164791985]8.22.3	Corresponding APIs
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc160785434][bookmark: _Toc164779276][bookmark: _Toc164779530][bookmark: _Toc164791986]8.22.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc164779277][bookmark: _Toc164779531][bookmark: _Toc164791987]8.23	Solution #23: AIML services in edge
[bookmark: _Toc164779278][bookmark: _Toc164779532][bookmark: _Toc164791988]8.23.1	Solution description
The solution addresses Key Issue #1 to enhance the architecutre and related functions to support application layer AI/ML services in edge computing scenarios. The solution also addressed Key Issue #5 to support AIML operation management splitting in edge computing scenairos.


Figure 8.23.1-1 Example deployment in edge scenario 
AI/ML enablement server can be deployed to the EDN to support the management of AI/ML operations performed by AIML clients spread across multiple edge service areas where each AIML enablement server on the edge manages the AIML clients in its service area. Service functions provided by the edge enabler layer can be leveraged where an AIML enablement server on the edge functions as an EAS.



Figure 8.23.1-2. Distribution of AIML service requests 
1. AIML enablement client registration, discovery, and selection are performed between the AIML enablement servers, clients and the consumer (e.g., VAL server) as described in Solution #6 to #8. Each edge AIML enablement server aggregates the information of AIML (enablement) clients within its service area and sends the aggregated information to the cloud AIML enablement server, which is then shared with the consumer.
1. A consumer (e.g., VAL server) sends a request for AIML service. The request specifies what AIML operations need to be performed and the corresponding requirements. The request can be the operational management request in step 1 of Solution #17.
1. The request requires AIML clients from multiple edge service areas to be completed. The cloud AIML enablement server processes the request and distributes the request to each of the edge AIML enablement servers. The cloud AIML enablement server can split the request according to the client information obtained in step 1. For example, the consumer requires an operational management request to be performed by a certain number of FL members. The request is distributed to multiple edge AIML enablement servers, each managing the FL clients within its service area. The total number of FL clients adds up to the required number.
1. Each edge AIML enablement server processes the request from the cloud AIML enablement server and determines the request distribution in operations for each AIML client within its service area (similar to step 4 of Solution #17). The edge AIML enablement server can assist the AIML clients with split learning functions. For example, the edge AIML enablement server identifies that an AIML client does not have enough capacity to store a ML model to be used in a required inference operation, the edge AIML enablement server can split the ML model and the corresponding operations between itself and the AIML client so that the client only needs to store a portion of the model (similar to steps 2 to 4 in Solution #19). The edge AIML enablement server can also identify another endpoint (e.g., another AIML client, an edge server) within its service area for performing split learning.
1. The edge AIML enablement server performs necessary operations as described in step 5 of Solution #17. For example, the edge AIML enablement server can coordinate the endpoints (including itself) which participate in split learning.
1. The edge AIML enablement server distributes the request to each of the AIML clients in its service area, and each AIML client performs the required AIML operations while being managed by the edge AIML enablement server (as described in step 6 of Solution #17). The edge AIML enablement server monitors the status and progress of operations involving the AIML clients.
1. The UE associated with an AIML client moves to a new location that is associated with a new edge AIML enablement server. For example, an AIML client is previously managed by edge AIML enablement server-A, and after the transition, it is managed by edge AIML enablement server-B. The transition triggers the application context relocation (ACR) procedure as specified in 3GPP TS 23.558. Particularly, the application context consists of AIML enablement layer context which includes context information of the AIML operations performed by the AIML client, such as the status or progress of the request, outputs of the operations, context information of the operations or outputs, etc. 
1. The AIML client sends a notification to the edge AIML enablement server (similar to step 6 of Solution #17). The notification includes information of the AIML operations performed by the client, such as an indicator of completion of request, outputs/results of the individual operations, context information of the outputs/results (e.g., applicability of the results, location of data sources).
1. The edge AIML enablement server processes the received notifications from AIML clients. If the client has undergone a transition event, the edge AIML enablement server determines whether the information in the client’s notification should be linked to or forwarded to the previous edge AIML enablement server associated with the client. For example, the AIML client is assigned, by the edge AIML enablement server-A, to perform split learning with another endpoint in the same service area. The AIML client generates intermediate results which need to be sent to the other endpoint to complete the operation. When the UE associated with the AIML client moves to another area (associated with edge AIML enablement server-B), the AIML client is no longer able to access the other endpoint, in which case the edge AIML enablement server-B can assist the AIML client to forward the intermediate results to the other endpoint, or to identify a new endpoint to collaborate with the AIML client on the split learning request.
1. The edge AIML enablement server aggregates notifications received from the AIML clients within its service area and sends the aggregated notification to the cloud AIML enablement server. 
1. The cloud AIML enablement server further aggregates the notifications received from the edge AIML enablement servers and sends a notification to the consumer.
[bookmark: _Toc164779279][bookmark: _Toc164779533][bookmark: _Toc164791989]8.23.2	Architecture Impacts
Editor's note:	This clause provides the architecture impacts of the solution and possible new SA6 capabilities and interfaces.
[bookmark: _Toc164779280][bookmark: _Toc164779534][bookmark: _Toc164791990][bookmark: _Hlk163218274]8.23.3	Corresponding AIML-S APIs
The step 2 AIML service request is one of several AIML-S messages described in other solutions and enhanced to provide parameters used by the Cloud AIML Enablement Server to determine how to distribute the request to edge, e.g.: identifiers of the required Edge AIML Enablement Servers, AIML operational management description that is specific to the Cloud AIML Enablement Server or the Edge AIML Enablement Servers, indicator of requiring AIML processing  continuity support and the corresponding policies, etc. These parameters enhance other APIs such as: 
· The AIML operational management procedure API in Table 8.17.3-1.
· The AIML service lifecycle management request in step 1 of Figure 8.11.2-1 (Solution #11).
· The ML model training/inference request in step 4 of Figure 8.4.1-1 (Solution #4).
[bookmark: _Toc164779281][bookmark: _Toc164779535][bookmark: _Toc164791991]8.23.4	Corresponding AIML-UU APIs
The step 8 AIML service notification is one of several AIML-UU messages described in other solutions, such as: 
· The AIML client notifications/responses in step 6 of Figure 8.17.1-1 (Solution #17).
· The AIML Enablement clients service operation response in step 3 of Figure 8.11.2-1 (Solution #11).
[bookmark: _Toc164779282][bookmark: _Toc164779536][bookmark: _Toc164791992]8.23.5	Solution evaluation
This solution leverages other solutions (e.g., AIML operational management procedure) to describe enhancements for Cloud AIML Enablement Servers APIs.  The parameters provided by the enhanced APIs are used to determine how to distribute the request to the edge. 
This solution can be further complemented by solutions for discovery and selection of the Edge AIML Servers to be targets of AIML service distribution.
[bookmark: _Toc164779283][bookmark: _Toc164779537][bookmark: _Toc164791993]8.24	Solution #24: Dynamic ML model distribution
[bookmark: _Toc164779284][bookmark: _Toc164779538][bookmark: _Toc164791994]8.24.1	Solution description
This solution is for Key Issue #3 and addresses AIML model distribution dynamically, to the selected FL/ML clients where in the list of FL/ML clients that participate in the federated or distributed learning can potentially change over a period of time and more frequently based on the member selection information provided by the VAL server to the AIML enablement server. Figure 8.24.1-1 illustrates the support of distributed and federated machine learning for the VAL servers by dynamically selecting the machine learning clients and distributing the machine learning model information to the selected machine learning (FL/ML) clients for model training. The AIML enablement server selects the member FL/ML clients dynamically and distribute the model to selected FL/ML clients on behalf of VAL server. The FL/ML client selection could be based on member selection information / criteria shared by the VAL server.



Figure 8.24.1-1: AIML model distribution procedure
1.	The VAL server sends Model distribution request to AIML enablement server, requesting to assist in its model training, that is, to monitor and select the FL/ML clients for federated/distributed machine learning, and distribute the machine learning model information to the selected FL/ML clients to initiate the machine learning model training on the selected FL/ML clients. This request consists of member selection related information, ML model information, indication of whether to receive notification whenever the list of FL/ML members changes, time period of when to distribute the model and when to train the model etc.
2.	The AIML enablement server checks whether the VAL server is authorized to perform the request and sends the Model distribution response indicating success or failure of the request.
3.	The AIML enablement server starts monitoring to identify and select the list of potential FL/ML clients that can participate in the federated/distributed learning. The AIML enablement server, based on the member selection information received in step 1, may utilize the core network capabilities or SEAL location management service for example, to identify the list of VAL UEs in particular area of interest or may use the new FL/ML client registration to identify the potential FL/ML clients. The AIML enablement server continuously monitors for the potential FL/ML clients matching the member selection information.
Editor’s note : How the AIML enablement server continuously monitors for the potential FL/ML clients maching the member selection information is FFS.
4.	If the ML model information is not available with the AIML enablement server, it requests the corresponding information to the model repository by sending the ML information request to the model repository. This request consists of the identifier of the ML model whose information is requested. 
5.	The model repository sends the ML model information response which consists the information related to the ML model. This information may include the ML model file or URL from where the ML model file can be fetched and other information related to the ML model (e.g., state of the model (in training, trained), validity period for distribution and training of the model). 
6.	The AIML enablement server distributes the model to all the selected FL/ML member clients based on step 3 by sending the ML training request which consists of the ML model information such as ML model identifier, ML model file or URL of ML model file, whether to start or stop training on the model, validity period for training the model.
7.	The FL/ML clients sends the staus of whether they accept the ML training request or not by sending the ML training response which indicates success or failure.
8.	The AIML enablement server updates the VAL server about the set of FL/ML members selected for training the model based on the confirmations received from FL/ML clients as in step 7, by sending the Model distribution update request to the VAL server containing the set of new FL/ML clients selected, complete list of FL/ML clients selected and the model information.
[bookmark: _Toc164779285][bookmark: _Toc164779539][bookmark: _Toc164791995]8.24.2	Architecture Impacts
Editor's note:	This clause provides the architecture impacts of the solution and possible new SA6 capabilities and interfaces.
[bookmark: _Toc164779286][bookmark: _Toc164779540][bookmark: _Toc164791996]8.24.3	Corresponding APIs
Table 8.24.3-1 shows the details of the model distribution request sent by VAL server to an AIML enablement server.
Table 8.24.3-1: Model distribution request
	Information element
	Status
	Description

	Member selection information
	M
	Information related to selection of the FL/ML clients. This could include the member selection criteria / filter information like list of ML/FL clients to select the members from (e.g. area of interest, new FL/ML client registration etc).

	ML model information
	M
	Information related to machine learning model that has to be distributed to the selected FL/ML clients. This information consists of model identifier, ML model file, address (e.g., a URL or an FQDN) of the ML model file and model repository information related to the ML model.

	Time of distribution
	O
	Information related to the time or time period when the model can be distributed to FL/ML clients and/or when the model can be trained. This could include various information like date and time, day of week, schedule (combination of date, time and day of week, periodicity), etc.

	Members update notification
	O
	Indicates whether requestot needs to be notified whenever there is update related to new FL/ML clients selected, model distributed and start of model training on the selected FL/ML clients.

	List of FL/ML clients
	O
	List of FL/ML member clients which are currently participating in federated/distributed learning.

	Notification Target URI
	O
(see NOTE)
	Target URI where the VAL server wishes to receive the notifications whenever the list of FL/ML clients selected changes.

	NOTE: This IE shall be present if the Members update notification IE is present and is set to true.



Table 8.24.3-2 shows the details of the model distribution response from AIML enablement server to the VAL server.
Table 8.24.3-2: Model distribution response
	Information element
	Status
	Description

	Success response
	O
(see NOTE)
	Indicates that the model distribution request was successful

	Failure response
	O
(see NOTE)
	Indicates that the model distribution request was failure

	> Cause
	M
	Reason for the failure

	NOTE : At least one of these information elements shall be present



Table 8.24.3-3 shows the details of the model information request from the AIML enablement server to the model repository function.
Table 8.24.3-3: Model information request
	Information element
	Status
	Description

	Model identifier
	M
	Identifier of the machine learning model whose information is requested.



Table 8.24.3-4 shows the details of the model information response from the model repository function to the AIML enablement server.
Table 8.24.3-4: Model information response
	Information element
	Status
	Description

	Model identifier
	M
	Identifier of the machine learning model whose information is requested.

	ML model file
	O
(see NOTE)
	Contents of the ML model.

	ML model location
	O
(see NOTE)
	Address information (e.g., a URL or an FQDN) of the model file.

	ML Model information
	O
	Additional information related to the model like state (in training, trained), spatial validity, validity period for distribution and training of the model etc

	NOTE: At least one of these information elements shall be present



Table 8.24.3-5 shows the details of the ML training request from the AIML enablement server to the FL/ML client.
Table 8.24.3-5: ML training request
	Information element
	Status
	Description

	Model identifier
	M
	Identifier of the machine learning model whose information is requested.

	ML model file
	O
(see NOTE)
	Contents of the ML model.

	ML model location
	O
(see NOTE)
	Address information (e.g., a URL or an FQDN) of the model file.

	ML Model information
	O
	Additional information related to the model like state (in training, trained), spatial validity, validity period for distribution and training of the model etc

	NOTE: At least one of these information elements shall be present



Table 8.24.3-6 shows the details of the ML training response from the FL/ML client to the AIML enablement server.
Table 8.24.3-6: ML training response
	Information element
	Status
	Description

	Success response
	O
(see NOTE)
	Indicates that the ML training request was successful

	Failure response
	O
(see NOTE)
	Indicates that the ML training request was failure

	> Cause
	M
	Reason for the failure

	NOTE: At least one of these information elements shall be present



Table 8.24.3-7 shows the details of the Model distribution update from the AIML enablement server to the VAL server.
Table 8.24.3-7: ML model distribution update
	Information element
	Status
	Description

	List of ML/FL clients added
	O
(see NOTE)
	Set of new ML/FL clients that are selected for model training.

	Complete list of ML/FL clients
	O
(see NOTE)
	Total set of ML/FL clients that are currently participating in model training.

	Model Information
	M
	Machine learning model information related to the list of ML/FL clients. Indicates the model that is distributed and which is currently being trained by the ML/FL Clients.

	NOTE : At least one of these information elements shall be present



[bookmark: _Toc164779287][bookmark: _Toc164779541][bookmark: _Toc164791997]8.24.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc164779288][bookmark: _Toc164779542][bookmark: _Toc164791998]8.25	Solution #25: Support for AIML model distribution
[bookmark: _Toc164779289][bookmark: _Toc164779543][bookmark: _Toc164791999]8.25.1	Solution description
This solution is for Key Issue #5 and addresses AIML model distribution (e.g., transfer) management and configuration.
A UE may need to switch an AIML model adaptively based on task and environment variations [10]. Since AIML models are diverse and the UE has limited storage (e.g., cannot store all possible AIML models), it can be determined that a UE may benefit from AIML model distribution from a network endpoint. In other words. an AIML model can be distributed from a NW endpoint to a UE when the UE needs it to adapt to the changed AIML tasks and environments.
The AIML enablement layer can provide AIML distribution capabilities as described in this solution.
[bookmark: _Toc164779290][bookmark: _Toc164779544][bookmark: _Toc164792000]8.25.2	Procedures
[bookmark: _Toc164779291][bookmark: _Toc164779545][bookmark: _Toc164792001]8.25.2.1	Subscription for AIML model updates
This solution assumes that AIML models are stored in the Model Repository, and each AIML model is associated with information identifying and describing the characteristics of the AIML model, this information is called the AIML model profile in this solution. 
NOTE 1:	The AIML model profile definition and cardinality proposed in this solution may be further defined in the normative phase.
The AIML profile includes information about an AIML model, such as a model identifier that uniquely identifies the model, a model type (e.g., information about the model purpose), a model version (e.g., a version number or revision number), a model URI (e.g., an identifier for accessing the model as a resource in the Model Repository). and other model characteristics (e.g., such as the model size, input and output requirements, performance, etc.), the model associated VAL client or server identifier(s) if the model is associated with VAL clients or servers. Other information such as validity criteria may identify characteristics related to the usage of the AIML model, for example a validity area if a model has been trained specifically for an area, or a time of day if a model should be used during a specific period of time.

Pre-conditions:
-	AIML models (e.g., trained models) required by the VAL Client are available in the Model Repository with their respective AIML model profile.



Figure 8.25.2.1-1: Subscription for AIML model updates procedure
1. An AIML VAL client needs support for obtaining AIML models. The AIML VAL client provides AIML model requirements to the AIML enablement client. The requirement includes a VAL client identifier and may include AIML model(s) information (e.g., identifier, version, characteristics, etc.). The VAL client requirements may be used to identify an AIML model profile in the subsequent steps.
NOTE 2:	AIML model requirements may be further defined in the normative phase.
1. The AIML enablement client requests an AIML model subscription to the AIML enablement server; the request includes the VAL client requirements, the UE identifier, the AIML enablement client identifier, and the VAL client identifier.
1. The AIML enablement server verifies that the AIML enablement client is authorized to subscribe for AIML model updates. If the AIML enablement client is authorized, the AIML enablement server creates a subscription based on the received information for the subscribing AIML enablement client. The AIML enablement server sends an AIML model discovery subscription request to the Model Repository; the request includes the information received from the AIML enablement client in step 1.
NOTE 3:	The AIML model discovery may also be performed using a request/response communication model.
1. The Model Repository creates a subscription for AIML model updates based on the information received for the subscribing AIML enablement server. The AIML repository identifies AIML model profile(s) according to the information provided in the request and sends an AIML model subscription response to the AIML enablement server. The response includes subscription information (e.g., identifier, expiration time, etc.) and includes AIML model profiles if any were identified based on the request parameters. The response may include multiple AIML model profiles that meet the requested parameters.
1. The AIML enablement server determines AIML model profile(s) to provide to the AIML enablement client. The AIML enablement server may obtain information from the 5GC (e.g., UE location) to determine the AIML model profile(s) that may be provided to the UE. The AIML model profile determination may be based on the validity criteria included in the AIML model profile(s). If multiple AIML model profiles are determined, the AIML enablement server may provide the valid AIML model profiles to the UE or select one valid AIML model profile based on policy.
1. The AIML enablement server sends an AIML model subscription response to the AIML enablement client; the response includes subscription information (e.g., identifier, expiration time, etc.) and includes AIML model profile(s) determined in step 4.
1. The AIML enablement client may store (e.g., cache) the received AIML model profile(s). If more than one AIML model profile was received, the AIML enablement client may determine an AIML model profile based on the current UE context (e.g., location, resources, configuration, etc.). The AIML enablement client uses the URI of the AIML model context to obtain the AIML model from the Model Repository and provides information about the obtained AIML model to the VAL client.
[bookmark: _Toc164779292][bookmark: _Toc164779546][bookmark: _Toc164792002]8.25.2.2	Notification for AIML model updates
Pre-conditions:
-	The AIML enabler client has successfully subscribed for AIML models updates with the AIML enabler server.
-	The AIML enable server has successfully subscribed for AIML models updates with the Model Repository.



Figure 8.25.2.2-1: Notification for AIML model updates procedure
1. The Model Repository sends a notification for AIML model update to the AIML enablement server. This step may happen if new AIML model(s) are added to the Model Repository, or if existing AIML model(s) from the Model Repository are deleted or updated and if the affected model(s) match the AIML enablement server subscription parameters.
1. The AIML enablement server detects a change that may require an AIML model update based on the AIML enablement client subscription. The detection may be based on information received from the Model Repository (e.g., model update) or information received from the 5GC (e.g., location update). The AIML enablement server determines AIML model profile(s) to provide to the AIML enablement client based on the update information.
1. The AIML enablement server sends an AIML model notification to the AIML enablement client; the notification includes AIML model profile(s) determined in step 1.
1. The AIML enablement client may store (e.g., cache) the received AIML model profile(s). If more than one AIML model profile was received, the AIML enablement client may determine an AIML model profile based on the current UE context (e.g., location, resources, configuration, etc.). If a new AIML model was determined based on the notification, the AIML enablement client uses the URI of the AIML model context to obtain the AIML model from the Model Repository and provides information about the newly obtained AIML model to the VAL client.
[bookmark: _Toc164779293][bookmark: _Toc164779547][bookmark: _Toc164792003]8.25.3	Architecture Impacts
The solution architecture impacts are:
-	The AIML Enablement Server and AIML Enablement Client are introduced to support AIML model distribution.
-	The Model Repository is introduced to store the AIML models.
[bookmark: _Toc164779294][bookmark: _Toc164779548][bookmark: _Toc164792004]8.26	Solution #26: Support for FL member grouping  
This solution addresses Key Issue #3 on FL member grouping.
The mechanism proposed in this solution is to enable the group management of the entities serving as FL clients at the application enablement layer. Such group management is about the creation, monitoring and update of the groups based on the AI/ML operations, which are based on 1) the analytics event/service by ADAES or 2) the VAL requirement for FL support services.
[bookmark: _Toc164779295][bookmark: _Toc164779549][bookmark: _Toc164792005]8.26.1	Solution description
The requirement for grouping the FL members by the VAL server (indirectly) or by the AIML enablement server (acting as consumer) is applicable to a specific VAL request or ML model ID or analytics event/ID. 
Figure 8.26.1-1 illustrates the procedure for supporting the FL member grouping.
Pre-conditions:
1.	VAL server is connected to AIML Enablement Server
2.	The candidate/selected FL member has registered to the FL member registry based on Solution #9. 



Figure 8.26.1-1 FL member grouping procedure
1. The VAL server sends a request to the AIML Enablement server for supporting an FL process. Such request may include the ML model ID, the list of target UEs, the data requirements, the ML training or inference job description, the list of candidate FL members (if known) or the list of selected FL participants (if the VAL server is the FL aggregator) etc.
2. The AIMLE server, based on the request, determines the need for creating a group consisting of the needed FL members for a given ML task (i.e., an ML model training/inference job ID). The FL aggregator can be either the VAL server or the AIMLE server himself, based on the request.
3. The AIMLE server sends a request and fetches the FL candidate or available FL members for the given ML task (i.e., an ML model training/inference job ID. This can be fetched by a FL member registry/repository e.g., ML repository.
4. The AIMLE server determines the group by configuring the group based on the selected FL members by the FL server/aggregator. The criteria for determining the group members can be the capabilities of the FL participants, or whether the candidate participants are fixed or mobile nodes and their availabilities, the proximity of the participants among them.
NOTE: For the group creation and management, SEAL GMS can be re-used.
5. The AIMLE server notifies the candidate FL members (including AIMLE client if the candidate is VAL UEs) about the group ID and the group member identities for the ML model ID / analytics ID (based on the request in step 1. Such notification may include a training job ID or a correlation ID or an FL process ID.
6. For VAL client UEs selected as FL members, the AIMLE client passes the FL group subscription information to the VAL client and may also request its consent/confirmation.
7.  The AIMLE server sends a response to the VAL request indicating the group creation and the group information.

[bookmark: _Toc164779296][bookmark: _Toc164779550][bookmark: _Toc164792006]8.26.2	Architecture Impacts
The application enabler layer architecture impacts are the following:
-	AIML enablement server is introduced to provide support for triggering the grouping FL members.
-	An FL member registry (which can be part of ML repository) needs to be enhanced to maintain and update group identity for an FL member group.
NOTE: Whether FL member registry will be part of the ML repository will be confirmed based on the agreed AIMLAPP architecture in clause 7.
[bookmark: _Toc164779297][bookmark: _Toc164779551][bookmark: _Toc164792007]8.26.3	Corresponding APIs
This subclause provides a summary on the corresponding API for solution #x.
-	FL Group Management API (request / response model; API provider: AIMLE server; known consumer: VAL server; corresponding to step 3 of clause 8.26.1.1).
-	Fetch FL member / group API (request / response model; API provider: ML repository; known consumer: AIMLE server; corresponding to step 3 of clause 8.26.1.1).
[bookmark: _Toc164779298][bookmark: _Toc164779552][bookmark: _Toc164792008]8.26.4	Solution evaluation
This solution addresses Key Issue #3 and introduces the capability to support FL member grouping. This solution requires Sol #9 as pre-condition since the candidate FL members needs to be registered at the FL member repository.
This solution is feasible and doesn't introduce any dependency to 3GPP network systems. 
NOTE: The role of FL member registry and whether this is deployed as part of ML repository will be confirmed based on the AIMLAPP architecture selection.
[bookmark: _Toc164779299][bookmark: _Toc164779553][bookmark: _Toc164792009]8.27	Solution #27: New ADAE Analytics for Supporting FL Member (re-) selection
[bookmark: _Toc164779300][bookmark: _Toc164779554][bookmark: _Toc164792010]8.27.1	General
The following clauses specify procedures, information flows and APIs for KI #2 to enhance ADAE by introducing new Analytics for supporting FL member (re)selection.
[bookmark: _Toc164779301][bookmark: _Toc164779555][bookmark: _Toc164792011]8.27.2	Procedure
[bookmark: _Toc155365228][bookmark: _Toc164779302][bookmark: _Toc164779556][bookmark: _Toc164792012]8.27.2.1	Subscribe-notify model


Figure 8.27.2.1-1: ADAES support for application layer AI/ML Member capability analytics
0.  The analytics consumer (e.g. VAL Server, AI/ML Enablement Server) sends analytics subscription request for application layer AI/ML Member capability analytics to ADAE server. For analytics subscription request, the request contains message as defined in Table 8.27.3.2-1.
1. Upon receiving the event subscription request from the consumer, the ADAE server checks for the relevant authorization for the event subscription. If the authorization is successful, the ADAE server stores the request information. The ADAE server sends a service API event subscription response indicating successful subscription.
2. The ADAE server sends a subscription request to the Data Producers (ADAE client, A-ADRF) with the respective Data Collection Event ID and the requirement for data collection. Data collection at the UE(s) reuses the SA4 mechanism based on EVEX study (3GPP TS 26.531 [12]).
3. The Data Producers (e.g., ADAE client, A-ADRF) send subscription response as a positive or negative acknowledgement to the ADAE server.
4. The ADAE server based on subscription receive data on the application layer AI/ML Member capability based on the data collection event ID from ADAE client.
5. The ADAE server based on subscription receive data/analytics on the application layer AI/ML Member capability based on the data/analytics collection event ID from A-ADRF.
NOTE 1:	The procedures for data collection for application layer AI/ML Member capability analytics need to take user consent into account.
6.  The ADAES performs analytics relevant operations to generate the analytics based on the data/analytics received from the ADAEC.
7. The ADAES sends notifications to the consumer with the required application layer AI/ML Member capability analytics.
NOTE 2:	The implementation of the analytics on application layer AI/ML Member capability targets 3GPP TS 23.436.
NOTE 3:	The application layer AI/ML Member capability information (e.g. communication capability (e.g. maximum/minimum number of supported active connections)) will be specified in the normative phase. The format for the application layer AI/ML Member capability attributes will be standardized in stage 3.
[bookmark: _Toc164779303][bookmark: _Toc164779557][bookmark: _Toc164792013]8.27.2.2	Request-response model
Pre-conditions:
-	ADAE server already have the analytics data derived from steps 3-8 in the procedure introduced in clause 8.27.2.1.


Figure 8.27.2.2-1: ADAES support for application layer AI/ML Member capability analytics
1.	The analytics consumer (e.g. VAL Server, AI/ML Enablement Server) sends a request message to the ADAE server to receive analytics data for application layer AI/ML Member capability. The request contains message as defined in Table 8.27.3.8-1.
2.	Upon receiving the request, the ADAE server authenticates and authorizes the analytics consumer.
3.	If the analytics consumer is authorized, the ADAE server sends a response message including the analytics data (statistical and/or predictive) of the application layer AI/ML Member capability.
[bookmark: _Toc164779304][bookmark: _Toc164779558][bookmark: _Toc164792014]8.27.3	Information flows
[bookmark: _Toc119927564][bookmark: _Toc146235680][bookmark: _Toc164779305][bookmark: _Toc164779559][bookmark: _Toc164792015]8.27.3.1	General
The following information flows are specified for application layer AI/ML Member capability analytics based on clause 8.27.2.
[bookmark: _Toc164779306][bookmark: _Toc164779560][bookmark: _Toc164792016]8.27.3.2	Application Layer AI/ML Member capability analytics subscription request
Table 8.27.3.2-1 describes the information flow from the consumer (e.g. VAL server, AI/ML Enablement server) as a request or update request for the application layer AI/ML Member capability analytics.
Table 8.27.3.2-1: Application Layer AI/ML Member capability analytics subscription request
	Information element
	Status
	Description

	Requestor ID
	M
(NOTE)
	The identifier of the consumer.

	Analytics ID
	M 
(NOTE)
	The identifier of the analytics event. This ID can be for example "Application layer AI/ML Member capability analytics".

	Analytics type
	M
	The type of analytics for the event, e.g. statistics or predictions.

	List of VAL users or AI/ML Member IDs 
	M 
	The VAL users or AI/ML Member (s) identifiers for which the data/analytics apply.

	VAL service ID
	O
	The identifier of the VAL service which is associated with application layer AI/ML Member capability.

	Application layer AI/ML Member capability attributes
	M
	The application layer AI/ML Member capability attributes to be analyzed at the ADAE client.

	Reporting requirements
	O
	It describes the requirements for analytics reporting. This requirement may include e.g. the type and frequency of reporting (periodic or event triggered), the reporting periodicity in case of periodic, and reporting thresholds.

	Area of Interest
	O
	The geographical or service area for which the subscription request applies.

	Preferred confidence level
	O
	The level of accuracy for the analytics service (in case of prediction).

	Time validity
	O
	The time validity of the subscription request.

	NOTE:	This information element shall not be updated.



[bookmark: _Toc164779307][bookmark: _Toc164779561][bookmark: _Toc164792017]8.27.3.3	Application Layer AI/ML Member capability analytics subscription response
Table 8.27.3.3-1 describes the information elements for the application layer AI/ML Member capability analytics subscription response from the ADAE server to the consumer.
Table 8.27.3.3-1: Application layer AI/ML Member capability analytics subscription response
	Information element
	Status
	Description

	Result
	M
	The result of the analytics subscription request (positive or negative acknowledgement).



[bookmark: _Toc164779308][bookmark: _Toc164779562][bookmark: _Toc164792018]8.27.3.4	Application layer AI/ML Member capability analytics notification
Table 8.27.3.4-1 describes the information flow from the ADAES to the consumer (e.g. VAL Server, AI/ML Enablement Server) as a response for the application layer AI/ML Member capability analytics.
Table 8.27.3.4-1: Application layer AI/ML Member capability analytics notification
	Information element
	Status
	Description

	Analytics ID
	M 
	The identifier of the analytics event. This ID can be for example "Application layer AI/ML Member capability analytics".

	List of VAL users or AI/ML Member IDs 
	M 
	The VAL users or AI/ML Member(s) identifiers for which the data/analytics apply.

	>VAL user or AI/ML Member ID in the list
	M
	The VAL user or AI/ML Member identifier for which the data/analytics apply.

	>>Analytics Output
	M
	The reported analytics for the application layer AI/ML Member capability. The predictive or statistical parameter.

	>>Confidence level
	O
	For predictive analytics, the achieved confidence level can be provided.



[bookmark: _Toc155365234][bookmark: _Toc164779309][bookmark: _Toc164779563][bookmark: _Toc164792019]8.27.3.5	Application Layer AI/ML Member capability data collection subscription request
Table 8.27.3.5-1 describes information elements for the application layer AI/ML Member capability data collection subscription request from the ADAE server to the Data Producer at the ADAE client or the A-ADRF.
Table 8.27.3.5-1: Data collection subscription request
	Information element
	Status
	Description

	Requestor ID
	M
	The identifier of the consumer.

	Data Collection Event ID 
	M
	The identifier of the data collection event 

	Data collection requirements
	O
	The requirements for data collection, including the format of data, frequency of reporting, level of abstraction of data, level of accuracy of data.

	Analytics ID
	O
	The identifier of the analytics event, for which the data collection is needed. This ID can be for example "Application layer AI/ML Member capability analytics".

	List of Data Producer IDs
	O
	In case when this request is performed via A-DCCF, then the list of Data Producer IDs is needed.

	Target data producer profile criteria
	O
	Characteristics of the data producers to be used.

	List of VAL users or AI/ML Member IDs 
	M 
	The VAL users or AI/ML Member (s) identifiers for which the data/analytics apply.

	VAL service ID list
	O
	The identifier(s) of the VAL service(s) which is associated with application layer AI/ML Member capability.

	Application layer AI/ML Member capability attributes
	M
	The application layer AI/ML Member capability attributes to be analyzed at the ADAE client.

	Area of Interest
	O
	The geographical or service area for which the requirement request applies.

	Time validity
	O
	The time validity of the request.



[bookmark: _Toc155365235][bookmark: _Toc164779310][bookmark: _Toc164779564][bookmark: _Toc164792020]8.27.3.6	Application Layer AI/ML Member capability data collection subscription response
Table 8.27.3.6-1 describes information elements for the Data collection subscription response from the application layer AI/ML Member capability data Producer at the ADAE client or the A-DCCF to the ADAE server.
Table 8.27.3.6-1: Data collection subscription response
	Information element
	Status
	Description

	Result
	M
	The result of the application layer AI/ML Member capability data collection subscription request (positive or negative acknowledgement).



[bookmark: _Hlk158073211][bookmark: _Toc155365236][bookmark: _Toc164779311][bookmark: _Toc164779565][bookmark: _Toc164792021]8.27.3.7	Data Notification
Table 8.27.3.7-1 describes information elements for the Data Notification from the Data Producer to the ADAE server.
Table 8.27.3.7-1: Data notification
	Information element
	Status
	Description

	Data Collection Event ID
	M
	The identifier of the data collection event.

	Data Producer ID
	M
	The identity of Data Producer.

	Analytics ID
	O
	The identifier of the analytics event. This ID can be for example "Application layer AI/ML Member capability analytics".

	Data Type
	M
	The type of reported data samples which can be network data, application data, edge data, or different granularities / abstraction of data (e.g. real time, non-real time). This also indicates whether data are offline (from A-ADRF or not).

	Data Output
	M
	The reported data, which can be inform of measurements or offline/historical data on the requested parameter based on subscription.



[bookmark: _Toc155365238][bookmark: _Toc164779312][bookmark: _Toc164779566][bookmark: _Toc164792022]8.27.3.8	Get analytics data request
Table 8.27.3.8-1 describes information elements for the Get application layer AI/ML Member capability analytics request from the analytics consumer to the ADAE server.
Table 8.27.3.8-1: Get analytics data request
	Information element
	Status
	Description

	Requestor ID
	M
	The identifier of the consumer.

	Analytics ID
	M 
	The identifier of the analytics event. The identifier of the analytics event. This ID can be for example "Application layer AI/ML Member capability analytics".

	Analytics type
	M
	The type of analytics, e.g. statistics or predictions.

	List of VAL users or AI/ML Member IDs 
	M 
	The VAL users or AI/ML Member (s) identifiers for which the data/analytics apply.

	VAL service ID
	O
	The identifier of the VAL service which is associated with application layer AI/ML Member capability.

	Application layer AI/ML Member capability attributes
	M
	The application layer AI/ML Member capability attributes to be analyzed at the ADAE client.

	Preferred confidence level
	O
	The level of accuracy for the analytics service (in case of prediction).

	Time window
	O
	The start and end time requirements on the generation of the analytics data to be collected.

	Time validity
	O
	The time validity of the request.



[bookmark: _Hlk158070576][bookmark: _Toc155365239][bookmark: _Toc164779313][bookmark: _Toc164779567][bookmark: _Toc164792023]8.27.3.9	Get analytics data response
Table 8.27.3.9-1 describes information elements for the Get application layer AI/ML Member capability analytics response from the ADAE server to the consumer.
Table 8.27.3.9-1: Get analytics response
	Information element
	Status
	Description

	Result
	M
	The result of the analytics data request (positive or negative acknowledgement).

	Analytics ID
	O
	The identifier of the analytics event. This ID can be for example "Application layer AI/ML Member capability analytics".

	List of VAL users or AI/ML Member IDs 
	M 
	The VAL users or AI/ML Member(s) identifiers for which the data/analytics apply.

	>VAL user or AI/ML Member ID in the list
	M 
	The VAL user or AI/ML Member identifier for which the data/analytics apply.

	>>Analytics Output
	M
	The predictive or statistical parameter.

	>>Confidence level
	O
	For predictive analytics, the achieved confidence level can be provided.

	>>Timestamp
	O
	Timestamp of the collected analytics data.



[bookmark: _Toc164779314][bookmark: _Toc164779568][bookmark: _Toc164792024]8.28	Solution #28: Support AI/ML Splitting Operations in Enablement Layer
[bookmark: _Toc164779315][bookmark: _Toc164779569][bookmark: _Toc164792025]8.28.1	General
There are many different types of split AI/ML operations, for example discover nodes for split learning or split inference, AI/ML task (e.g. learning or inference) split, AI/ML task delivery, ML model distribution or delivery, AI/ML data distribution or delivery. For example, in split learning, multiple split nodes systematically split the deep neural network (composed of many computational layers) and run a subset of these layers, sharing over the network only the intermediate data, i.e., the activation results of the last layer in split nodes. The ML model distribution is a multicast ML model transfer between nodes and delivery is unicast (point-to-point) delivery. 
To support split AI/ML operations in Enablement Layer, differnt assistance for management and configuration are required. This solution proposes mechanisms on supporting the various types of split AI/ML operations in Enablement Layer.
The following clauses specify procedures, information flows and APIs for KI #5 to support various split AI/ML operations in Enablement Layer.
Pre-conditions:
-	Consumer (e.g., VAL Server, VAL client (e.g. via the AIML enablement client)) decides one or more type(s) of split AI/ML operations is needed, based on the request from VAL Client or local configuration. If is requested by VAL Client, the VAL Client and VAL Server may negotiate the type(s) of split AI/ML operations to be executed and the detail requirements.
-	The consumer decides that assistance from AI/ML Enablement Server for management and configuration to support the split AI/ML operations is needed.
[bookmark: _Toc164779316][bookmark: _Toc164779570][bookmark: _Toc164792026]8.28.2	Procedures for supporting assistance of split AI/ML operations
[bookmark: _Toc164779317][bookmark: _Toc164779571][bookmark: _Toc164792027]8.28.2.1	Procedure for subscribe/request assistance of split AI/ML operations


Figure 8.28.2.1-1: Procedure for subscribe/request assistance of split AI/ML operations
Figure 8.28.2.1-1 illustrates the procedure for subscribe/request assistance of split AI/ML operations. The corresponding procedure in detail is as follows:
1. The Consumer (e.g. VAL Server, VAL client (e.g. via the AIML enablement client)) subscribes/request to the AI/ML Enablement Server for assistance of split AI/ML operations. The request includes one or more type(s) of split AI/ML operations to indicate the operations that the assistance information be used for, assistance information needed, and requirements for the type of split AI/ML operations.
1a.	For discovery split nodes, the request includes this type of split AI/ML operations (e.g. discover nodes for split learning or split inference), assistance information needed (e.g. a list of split nodes (the split AIML task will be sent to the split nodes), and requirements for the type of split AI/ML operations. The requirements for discovery split nodes may include number of split nodes (the split node can be UE, edge, and/or cloud), requirement on capability of the split nodes, initial list of split nodes (if available).
1b.	For AI/ML task split, the request includes this type of split AI/ML operations (e.g. AI/ML task (e.g. learning or inference) split), assistance information needed. The requirements for AI/ML task split may include maximum number of sub tasks, maximum time for complete the whole task.
1c.	For AI/ML task delivery, ML model or AI/ML data distribution/delivery, the request includes this type of split AI/ML operations (e.g. AI/ML task delivery, ML model distribution or delivery, AI/ML data distribution or delivery), assistance information needed (e.g. time point(s) or time window(s) for AI/ML task delivery or AI/ML model/data distribution/delivery). The requirements for AI/ML task delivery, ML model or AI/ML data distribution/delivery may include information of the AI/ML task/model/data (e.g. size of the task or ML model, or data volume), information of the receiving nodes, requirement on the delivery/distribution (e.g. time budget, time critical or not, requirement on QoS), maximum time for complete the distribution/delivery, one time or continuous delivery/distribution.
1. The AI/ML Enablement Server derives information for the request, determines downstream entities and services needed, e.g. discovery nodes from AI/ML registry, subscribe/request analytics from ADAES, request assistance or operations from 5GC NFs (e.g. Member UE selection, recommended time windows for AI/ML operations with QoS, QoS monitoring, network data analytics).
1. The AI/ML Enablement Server performs operations according to the determination made in step 2.
3a.	If the type of split AI/ML operations in the request in step 1 is discovery split nodes, the procedure for FL member discovery can be reused (by replacing FL members with split nodes, replacing FL process with AI/ML split operations). The AI/ML Enablement Server subscribes/requests analytics to ADAES for Edge load analytics and UE-to-UE application performance analytics, and requests assistance information from NEF by using the Nnef_MemberUESelectionAssistance service as defined in 3GPP TS 23.502 [6] (the initial list of UEs may be provided by the consumer in step 1 or discovered by the AI/ML Enablement Server from AI/ML registry). After receiving the required analytics and assistance information, the AI/ML Enablement Server decides a list of split nodes (e.g., UE(s), edge server(s), cloud server(s)).
3b.	If the type of split AI/ML operations in the request in step 1 is AI/ML task delivery, AI/ML model/data distribution/delivery, use the procedure in clause 8.22.2.2.
NOTE 1: Additional information needed for the AI/ML Enablement Server to generate assistance information will be specified in the normative phase.
1. The AI/ML Enablement Server notifies/responds to the consumer with the assistance information for the split AI/ML operations. The consumer (e.g. VAL Server, VAL client (e.g. via the AIML enablement client)) may use the assistance information for decision making on the split AI/ML operations or assisting VAL client for AI/ML decision making.
NOTE 2: Additional information needed in the request and response will be specified in the normative phase.
[bookmark: _Toc164779318][bookmark: _Toc164779572][bookmark: _Toc164792028]8.28.2.2	Procedure for assistance of AI/ML task/model/data delivery/distribution 


Figure 8.28.2.2-1: Procedure for assistance of AI/ML task/model/data delivery/distribution
Figure 8.28.2.2-1 illustrates the procedure for assistance of AI/ML task/model/data delivery/distribution. This procedure enhances the architecture and related functions to support management and/or configuration for in-time transfer of AI/ML models. The corresponding procedure in detail is as follows:
1. AI/ML Enablement Server determines operations for executing based on the information provided in the request in step 1 and the determinations in step 2 of clause 8.28.2.1.
1. The AI/ML Enablement Server may send requests to 5GC for assistance or operations.
1a.	The AI/ML Enablement Server requests to NEF for assistance or operations (e.g. PDTQ on recommended time windows for AI/ML operations with QoS, QoS monitoring). The request may include the information of the AI/ML task/model/data (e.g. size of the task or ML model, or data volume), information of the receiving nodes, requirement on the delivery/distribution (e.g. time budget, time critical or not, QoS), maximum time for complete the distribution/delivery.
NOTE 3: Additional information needed in the request to NEF for the services will be specified in the normative phase and coordination with SA2.
The NEF responds to the AI/ML Enablement Server with the required results (e.g. recommended time windows for AI/ML operations, QoS monitoring results, transmission resource for the AF session established), or indication that the cannot provide the required delivery/distribution condition.
1b.	The AI/ML Enablement Server may subscribe/request to NWDAF for analytics (e.g. E2E data volume transfer time, DN performance, Network performance, UE mobility). The details parameters in the requests to NWDAF for analytics are given in 3GPP TS 23.288 [2].
1. The AI/ML Enablement Server may subscribe/request to ADAES for analytics (e.g. slice-specific application performance analytics, UE-to-UE application performance analytics). The details parameters in the requests to ADAES for analytics are given in 3GPP TS 23.436 [4].
NOTE 4;	The AI/ML Enablement Server may need network analytics from NWDAF and/or application layer analytics from ADAE for generating assistance information as introduced in steps 1b and 2.
1. The AI/ML Enablement Server generates assistance information on assist deciding delivery/distribution time point(s)/window(s), based on the information/analytics received in steps 1 and 2.
1. The AI/ML Enablement Server may interact with the consumer to provide assistance information.
Step 4 is mandatory if continuous delivery/distribution is required.
The steps 1-4 are repeated until all the AI/ML task/model/data delivery/distribution are completed, if continuous delivery/distribution is required.
NOTE 5:	The consumer (e.g. VAL server, VAL client (e.g. via the AIML enablement client)) delivers/distributes the AI/ML task/model/data to the receiving nodes according to the decided time point(s)/time window(s).
[bookmark: _Toc164779319][bookmark: _Toc164779573][bookmark: _Toc164792029]8.28.3	Architecture Impacts
The application enabler layer architecture impacts are the following:
-	AI/ML Enablement Server is introduced to support assistance of split AI/ML operations.
[bookmark: _Toc164779320][bookmark: _Toc164779574][bookmark: _Toc164792030]8.28.4	Corresponding APIs
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc164779321][bookmark: _Toc164779575][bookmark: _Toc164792031]8.28.5	Solution evaluation
This solution addresses Key Issue #5 and introduces procedures on supporting various split AI/ML operations in Enablement Layer. This solution reuses existing mechanisms of 5GC (e.g., PDTQ on recommended time windows for AI/ML operations with QoS, QoS monitoring, network analytics provided by NWDAF), and ADAE analytics.
[bookmark: _Toc164779322][bookmark: _Toc164779576][bookmark: _Toc164792032]8.29	Solution #29: Enhance AIML Services for Assisting Edge Computing
[bookmark: _Toc164779323][bookmark: _Toc164779577][bookmark: _Toc164792033]8.29.1	General
An AI/ML task can be seen as a specical computing task, and edge comptuting can be used for completing the AI/ML tasks. A CAS, CES, ECS, EES or EAS (which are defined in 3GPP TS 23.558 [14]) may have different roles in different types of edge computing, e.g. hiearchitical computing (with one root node (e.g., CAS, EAS), the root has one or more children which also know as sub-root node(s) (e.g., EAS), and multiple leaf nodes (e.g., EES or EAS) which with no children), distributed computing (with one coordination node (e.g., CAS, CES, or ECS) and multiple execution nodes (e.g., EAS)). Here, hierarchical computing represents a computation architecture with multiple computation entities involved and multiple levels of computations for a computation task.
The following clauses specify procedures, information flows and APIs for KI #1 to enhance AIML Services for Supporting Edge Computing.
Pre-conditions:
-	An AI/ML task be treated as a specical computing task, consumer (e.g., CAS, EAS) uses edge comptuting method for completing the AI/ML tasks.
-	The consumer decides its role in the edge computing architecture (e.g., hierarchical computing, distributed computing) for an AI/ML task, and also the type of edge computing operations, based on its local configuration.
-	The consumer decides that assistance from AI/ML Enablement Server for management and configuration to support the edge computing process is needed.
[bookmark: _Toc164779324][bookmark: _Toc164779578][bookmark: _Toc164792034]8.29.2	Procedures for assisting edge computing


Figure 8.29.2-1: Procedure for assisting an edge computing process
Figure 8.29.2-1 illustrates the procedure for subscribe/request assistance of edge computing. The corresponding procedure in detail is as follows:
1. The Consumer (e.g. CAS, EAS) subscribes/requests to the AI/ML Enablement Server for assistance of an edge computing process. The request includes role of the consumer in an edge computing architecture (e.g. root node, sub-root node or leaf node of a hierarchical computing process, coordination node or execution node of a distributed computing process), type of edge computing operations (e.g. task distribution, intermediate output delivery, execution node selection) to indicate the operations that the assistance information be used for, assistance information type (e.g. time window(s) for computing task distribution and/or intermediate output delivery, candidate execution node list) to indicate the assistance information needed.
1. The AI/ML Enablement Server derives information for the request, determines downstream entities and services needed (e.g. time window(s) recommendation for computing task distribution if the consumer is a root node in a hierarchical computing process or a coordination node in a distribution computing process, time window(s) recommendation for intermediate output delivery is the consumer is a leaf node in a hierarchical computing process, candidate execution node list provisioning if the consumer is a coordination node of a distributed computing process).
1. The AI/ML Enablement Server performs operations according to the determination in step 2 to generate assistance information. For example, the AI/ML Enablement Server may subscribe/request analytics from ADAE Server (e.g. edge load analytics), request assistance information or configurations from 5GC NFs (e.g. Member UE selection).
1. The AI/ML Enablement Server notifies/responds to the consumer with the assistance information for the edge computing process. The consumer (e.g. CAS, EAS) may use the assistance information for decision making on its edge computing operations.
[bookmark: _Toc164779325][bookmark: _Toc164779579][bookmark: _Toc164792035]8.29.3	Architecture Impacts
There is no impact on architecture in application enabler layer. Based on the existing architecture, the impacts on functionality are the following:
-	AI/ML Enablement Server is introduced to assist edge computing.
-	AI/ML Enablement Consumer (e.g. CAS, EAS) is introduced to consume the enhanced AI/ML Enablement Server services.
[bookmark: _Toc164779326][bookmark: _Toc164779580][bookmark: _Toc164792036]8.29.4	Corresponding APIs
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc164779327][bookmark: _Toc164779581][bookmark: _Toc164792037]8.29.5	Solution evaluation
This solution addresses Key Issue #1 and introduces procedures to assist the opreations of edge compting process for AI/ML task. This solution reuses existing mechanisms of 5GC (e.g. Member UE selection) and ADAE analytics.
NOTE:	The possible impact of this solution to other solutions will be discussed and evaluated during the normative phase.
[bookmark: _Toc164779328][bookmark: _Toc164779582][bookmark: _Toc164792038]8.30	Solution #30: Support Transfer of Intermediate AIML Operation Information
[bookmark: _Toc164779329][bookmark: _Toc164779583][bookmark: _Toc164792039]8.30.1	General
The following clauses specify procedures, information flows and APIs for KI #6 and #7 to support transfer of intermediate AIML operation information.
Pre-conditions:
-	Due to various reasons (e.g., changes of available resource, changes of available time), an AI/ML member (e.g., AI/ML Enablement Client, VAL Client) finds itself cannot finish the assigned AI/ML task during the performing process.
-	To save resource and time, the AI/ML member (source AI/ML member) decides to transfer the intermediate AI/ML information (e.g., the intermediate AI/ML operation status and results) to another AI/ML member (target AI/ML member) for further operations to complete the AI/ML task.
[bookmark: _Toc164779330][bookmark: _Toc164779584][bookmark: _Toc164792040]8.30.2	Procedures for intermediate AI/ML information transfer
[bookmark: _Toc164779331][bookmark: _Toc164779585][bookmark: _Toc164792041]8.30.2.1	AI/ML Enablement Server assist intermediate AI/ML information transfer
Pre-conditions:
-	The information of target AI/ML member (e.g. another AI/ML Enablement Client or VAL Client different from the source AI/ML member) is unknown at the source AI/ML member. The source AI/ML member decides that assist from the AI/ML Enablement Server is needed.


Figure 8.30.2.1-1: Procedure for AI/ML Enablement Server assist intermediate AI/ML information transfer
Figure 8.30.2.1-1 illustrates the procedure for AI/ML Enablement Server assist intermediate AI/ML information transfer. The corresponding procedure in detail is as follows:
1. The source AI/ML member (e.g. an AI/ML Enablement Client) sends request to AI/ML Enablement Server for assisting intermediate AI/ML information transfer. The request message contains the type of the AI/ML operation (e.g. ML model training), the type of the intermediate AI/ML information (e.g. intermediate AI/ML operation status, intermediate AI/ML operation results), the requirement on the transfer (e.g. data volume, except time for finishing the transfer, requirement on the target AI/ML member on available resource and time). The request message may contain requirement on server-controlled intermediate AI/ML information transfer.
NOTE:	The procedure can also be used for transfer AI/ML services (e.g., ML model performance evaluation, ML model update) between AI/ML members. Details will be discussed during the normative phase.
2. The AI/ML Enablement Server discovers other AI/ML members (e.g., other AI/ML Enablement Clients) directly or via ML repository, and selects one or more target AI/ML member(s) based on the request from the source AI/ML member.
3. The AI/ML Enablement Server sends request to the selected target AI/ML member(s) for intermediate AI/ML operation information transfer. The request message contains the information in the request message from the source AI/ML member in step 1, may contain the information of the source AI/ML member.
4. The target AI/ML member(s) authenticates and authorizes the request from the AI/ML Enablement Server. If the request is authorized, the target AI/ML member(s) performs step 5.
5. The target AI/ML member(s) responses to the AI/ML Enablement Server with information (e.g. available time for continue performing the AI/ML operation). 
If the information of the source AI/ML member is contained in the request message in step 3, the target AI/ML member(s) may determine to interact with the source AI/ML member directly based on its local configuration. The response message may contain an indication on direct transfer.
6. The AI/ML Enablement Server determines the transfer mode, i.e. transfer with server-controlled or transfer directly from the source AI/ML member to the target AI/ML member, according to the information of the source and the target AI/ML members (e.g. the location of the source and the target AI/ML members, requirement on transfer QoS, the requirement on server-controlled transer in the request in step 1, the indication on direct transfer in the response in step 5).
7. If target AI/ML member(s) is discovered based on the steps 2-5, the AI/ML Enablement Server generates assistance information for the transfer of intermediate AI/ML operation information from the source AI/ML member to the target AI/ML member(s) (e.g. time window for the transfer).
8. The AI/ML Enablement Server responses to the source AI/ML member with the information of the target AI/ML member(s), and assistance information generated in step 6. The response message contains the information of the target AI/ML member, may contain an indication of direct transfer if it is decided in step 6.
9. The intermediate AI/ML operation information may be transferred directly between the source and target AI/ML members as shown in step 9b, or via the AI/ML Enablement Server (e.g. AI/ML Enablement Server controlled information transfer between two AI/ML members) as shown in step 9a. 
If transfer directly, the source AI/ML member performs information transfer to the target AI/ML member(s) based on assistance information received from the AI/ML Enablement Server in step 7. The source AI/ML member may initiate the directly transfer process based on its local configuration. Or the target AI/ML member may initiate the directly transfer process, the source AI/ML member may authorize the direct transfer request from the target AI/ML member if the direct transfer indication is received from step 7.
[bookmark: _Toc164779332][bookmark: _Toc164779586][bookmark: _Toc164792042]8.30.2.2	Direct intermediate AI/ML information transfer
Pre-conditions:
-	The information of target AI/ML member (e.g., another AI/ML Enablement Client or VAL Client different from the source AI/ML member) is assumed to be known at the source AI/ML member, or the source AI/ML member may get the target AI/ML member information via ML repository. The source AI/ML member decides to transfer the intermediate AI/ML operation information to the target AI/ML member.


Figure 8.30.2.2-1: Procedure for direct intermediate AI/ML information transfer
Figure 8.30.2.2-1 illustrates the procedure for direct intermediate AI/ML information transfer. The corresponding procedure in detail is as follows:
1. The source AI/ML member (e.g. an AI/ML Enablement Client) sends request to the target AI/ML member(s) for intermediate AI/ML operation information transfer. The request message contains the information of the source AI/ML member, the type of the AI/ML operation (e.g. ML model training), the type of the intermediate AI/ML information (e.g. intermediate AI/ML operation status, intermediate AI/ML operation results), the requirement on the transfer (e.g. data volume, except time for finishing the transfer, requirement on the target AI/ML member on available resource and time).
1. The target AI/ML member(s) authenticates and authorizes the request from the AI/ML Enablement Server. If the request is authorized, the target AI/ML member(s) performs the next steps.
1. The target AI/ML member(s) checks its availability for continue the AI/ML operations (e.g. available resource and time).
1. The target AI/ML member(s) responses to the source AI/ML member with information (e.g. available time for continue performing the AI/ML operation).
The source AI/ML member interacts with the target AI/ML member(s) for transfer parameters (e.g. transfer time window) and performs intermediate AI/ML operation information transfer to the target AI/ML member(s).
[bookmark: _Toc164779333][bookmark: _Toc164779587][bookmark: _Toc164792043]8.30.3	Architecture Impacts
The application enabler layer architecture impacts are the following:
-	AI/ML Enablement Server is introduced to support discovery of target AI/ML member directly or via ML repository.
-	AI/ML Enablement Server is introduced to support assistance of transfer intermediate AI/ML information from source AI/ML member to target AI/ML member.
[bookmark: _Toc164779334][bookmark: _Toc164779588][bookmark: _Toc164792044]8.30.4	Corresponding APIs
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc164779335][bookmark: _Toc164779589][bookmark: _Toc164792045]8.30.5	Solution evaluation
This solution addresses Key Issues #6 and #7 and introduces procedures on supporting the maintenance of an AI/ML process and supporting transfer learning at application enablement layers, assistance the transfer of intermediate AI/ML operaton status and results. This solution is feasible and doesn't introduce any dependency to 3GPP network systems.
8.x	Solution #x: <title>
[bookmark: _Toc464463366]Editor's Note:	Provide a suitable title for the solution.
[bookmark: _Toc475064960][bookmark: _Toc478400631][bookmark: _Toc7485786][bookmark: _Toc78314760]8.x.1	Solution description
Editor's Note:	This clause will describe the solution. Each solution should clearly describe which of the key issues it covers and how.
8.x.2	Architecture Impacts
Editor's note:	This clause provides the architecture impacts of the solution and possible new SA6 capabilities and interfaces.
8.x.3	Corresponding APIs
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc532993748][bookmark: _Toc78314761]8.x.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc164779336][bookmark: _Toc164779590][bookmark: _Toc164792046][bookmark: _Toc82472215][bookmark: _Toc82473760][bookmark: _Toc82473822]9	Deployment scenarios
[bookmark: _Toc104797372][bookmark: _Toc104878369][bookmark: _Toc113368733][bookmark: _Toc164779337][bookmark: _Toc164779591][bookmark: _Toc164792047]9.1	General
This clause provides the different deployment models for AIML enablement (AIMLE) services. There could be three deployment options:
-	AIMLE server can be deployed at a centralized cloud platform and collects data from multiple EDNs. 
-	AIMLE server can be deployed at the edge platform. 
-	Hierarchical AIMLE server deployment, where multiple AIML enablement services are deployed in edge or central clouds (e.g., in hierarchical architecture). Such deployment allows for local-global analytics for system wide optimization.
[bookmark: _Toc96591025][bookmark: _Toc104797373][bookmark: _Toc104878370][bookmark: _Toc113368734][bookmark: _Toc164779338][bookmark: _Toc164779592][bookmark: _Toc164792048]9.2	Deployment model #1: Cloud-deployed AIMLE server
In this deployment, as shown in Figure 9.2-1, the AIMLE server is centrally located and can provide support for AIML operations to the application and edge services (EAS/EES, VAL server, other SEAL services).


Figure 9.2-1 cloud deployed AIML enabler
[bookmark: _Toc104797374][bookmark: _Toc104878371][bookmark: _Toc113368735][bookmark: _Toc164779339][bookmark: _Toc164779593][bookmark: _Toc164792049]9.3	Deployment model #2 Edge-deployed AIMLE server
In this deployment, as shown in Figure 9.3-1, the AIML enabler is located at the EDN and provides AIML enablement services to the EAS or other edge native applications at the edge platform. AIMLE services can be deployed by the ECSP or the MNO to provide value-add services related to AI/ML operations. 
The ML support operations, that the edge deployed AIMLE Server provides, are applicable to the AIML enabler service areas (as shown in the example in Figure 9.3-1), which are equivalent to the EDN service areas. 


Figure 9.3-1 edge deployed AIML enabler
[bookmark: _Toc104797375][bookmark: _Toc104878372][bookmark: _Toc113368736][bookmark: _Toc164779340][bookmark: _Toc164779594][bookmark: _Toc164792050]9.4	Deployment model #3: Hierarchical AIMLE server deployment
In this deployment, multiple AIMLE servers can be located at different EDNs/DNs and can be deployed by the same provider.  Such hierarchical deployments allow the local – global ML operations (e.g., federated learning across domains). 
The ML support services that the edge deployed AIML enabler correspond to the AIML enablement service areas (as shown in the example in Figure 9.4-1), which is equivalent to the EDN service areas. The central AIML enablement server covers all PLMN area and is used to coordinate the ML related operations (e.g., FL collaborator/ server / aggregator) with the distributed AIML enablers. 


Figure 9.4-1 hierarchical deployment of AIML enabler
[bookmark: _Toc164779341][bookmark: _Toc164779595][bookmark: _Toc164792051]10	Business Relationships
Editor's Note:	Provide a description of the involved business relationships.

[bookmark: _Toc464463369][bookmark: _Toc475064963][bookmark: _Toc478400633][bookmark: _Toc83813088][bookmark: _Toc164779342][bookmark: _Toc164779596][bookmark: _Toc164792052]11	Overall evaluation
Editor's Note:	This clause will provide evaluation of different solutions.

[bookmark: _Toc464463370][bookmark: _Toc475064964][bookmark: _Toc478400634][bookmark: _Toc83813089][bookmark: _Toc164779343][bookmark: _Toc164779597][bookmark: _Toc164792053]12	Conclusions
[bookmark: _Toc532994046][bookmark: _Toc78314764][bookmark: _Toc164779344][bookmark: _Toc164779598][bookmark: _Toc164792054]12.1	General conclusions
[bookmark: _Toc532994047]Editor's note:	This clause will provide general conclusions for the study.
[bookmark: _Toc78314765][bookmark: _Toc164779345][bookmark: _Toc164779599][bookmark: _Toc164792055]12.2	Conclusions of key issue #x
[bookmark: tsgNames]Editor's Note:	This clause will provide conclusions for the specific key issue.
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