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[bookmark: foreword][bookmark: _Toc129708866][bookmark: _Toc151544798]Foreword
[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall		indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should		indicates a recommendation to do something
should not	indicates a recommendation not to do something
may		indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can		indicates that something is possible
cannot		indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will		indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not		indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: _Toc151544799]Introduction
Data analytics is a useful tool for the operator to help optimizing the service offering by predicting events related to the network or slice or UE conditions. 3GPP introduced data analytics function (NWDAF) [2] to support network data analytics services in 5G Core network, management data analytics service (MDAS) [3] to provide data analytics at the OAM, and application data analytics service (ADAES) [4]. 
In this direction, the support for AI/ML services in 3GPP system has been studied for providing AI/ML enabled analytics in NWDAF, as well as for assisting the ASP/3rd party AI/ML application service provider for the AI/ML model distribution, transfer, training for various applications (e.g., video/speech recognition, robot control, automotive).
Considering vertical-specific applications and edge applications as the major consumers of 3GPP-provided data analytics services, the application enablement layer can play role on the exposure of AI/ML services from different 3GPP domains to the vertical/ASP in a unified manner; and on defining, at an overarching layer, value-add support services for assisting AI/ML services provided by either the VAL layer or the application enablement layer (for enhancing the SEAL ADAES services).
This technical report identifies the key issues and corresponding application architecture and related solutions with recommendations for the normative work.
[bookmark: scope][bookmark: _Toc151544800]
1	Scope
The present document is a technical report which identifies the application enabling layer architecture, capabilities, and services to support AI/ML services at the application layer. 
The aspects of the study include the investigation of application enablement impacts, the application enablement layer architecture enhancements and solutions needed to provide assistance in AI/ML operations (model distribution, transfer and training) at the VAL layer as well as at the application enablement layer (e.g., SEAL ADAES, EDGEAPP).
The study takes into consideration the work done for AI/ML in 3GPP TS 23.288 [2] and Rel-18 AIMLsys (3GPP TS 23.501[5] and 3GPP TS 23.502[6]), 3GPP TS 28.104 [3] and may consider other related work outside 3GPP.
[bookmark: references][bookmark: _Toc151544801]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services".
[3]	3GPP TS 28.104: "Management and orchestration; Management Data Analytics".
[4]	3GPP TS 23.436: "Functional architecture and information flows for Application Data Analytics Enablement Service".
[5]	3GPP TS 23.501: "System Architecture for the 5G System; Stage 2".
[6]	3GPP TS 23.502: "Procedures for the 5G System (5GS)".
[7]	3GPP TS 23.434: "Service Enabler Architecture Layer for Verticals (SEAL); Functional architecture and information flows".
[8]	3GPP TS 23.401: "General Packet Radio Service (GPRS) enhancements for Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access".
[9]	3GPP TS 28.105: "Management and orchestration; Artificial Intelligence/ Machine Learning (AI/ML) management".
[10]	3GPP TS 22.261: "Service requirements for the 5G system".
[11]	3GPP TR 26.927: “Study on Artificial Intelligence and Machine learning in 5G media services”.
[12]	3GPP TR 22.874: “Study on traffic characteristics and performance requirements for AI/ML model transfer”.

[bookmark: definitions][bookmark: _Toc151544802]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc151544803]3.1	Terms
[bookmark: _Hlk151032834]For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
[bookmark: _Hlk151537463]ML model: According to TS 28.105 [9], mathematical algorithm that can be "trained" by data and human expert input as examples to replicate a decision an expert would make when provided that same information.
ML model lifecycle: The lifecycle of an ML model includes data collection, data processing, model training, model verification, model, instantiation and deployment, model monitoring and termination of ML model components. 
ML model training: According to TS 28.105 [9], ML model training includes capabilities of an ML training function or service to take data, run it through an ML model, derive the associated loss and adjust the parameterization of that ML model based on the computed loss.
ML model inference: According to TS 28.105 [9], ML model training includes capabilities of an ML model inference function that employs an ML model and/or AI decision entity to conduct inference.
AI/ML enablement: an application enablement framework consisting of one or more AI/ML enabler capabilities based on the SA6 provider implementation. Such function can be deployed as (or within) an enablement layer server (e.g. SEAL or ADAES) or client.

[bookmark: _Toc151544804]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc151544805][bookmark: _Hlk83975617]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
ADAES	Application Data Analytics Enablement Server
ASP	Application Service Provider
MDAS		Management Domain Analytics Service
NWDAF	Network Data Analytics Function
OAM	Operation, Administration and Maintenance
SEAL		Service Enabler Architecture Layer


[bookmark: _Toc478400617][bookmark: _Toc533164672][bookmark: _Toc475064955][bookmark: _Toc151544806]4	Analysis of AI/ML support in 3GPP
[bookmark: _Toc151544807][bookmark: _Hlk151537608]4.1	AI/ML related use cases and requirements in 3GPP
[bookmark: _Toc151544808]4.1.1	Description
3GPP SA1 has identified use cases (TR 22.874 [12]) and requirements (in TS 22.261[10]) for the support of AI/ML model distribution, transfer, training for various applications (e.g., video/speech recognition, robot control, automotive), also covering the support for Distributed AI training/inference based on direct device connection. 
The use cases provided in TS 22.261 are covering:
-	AI/ML operation splitting between AI/ML endpoints: The AI/ML operation/model is split into multiple parts according to the current task and environment. 
-	AI/ML model/data distribution and sharing over 5G system: multi-functional mobile terminals might need to switch the AI/ML model in response to task and environment variations. Hence, 5GS needs to support the distribution and sharing of the model.
-	Distributed/Federated Learning over 5G system: The cloud server trains a global model by aggregating local models partially trained by each end devices. 
Based on these use cases, there are Stage 1 requirements which are relevant for application enablement..
[bookmark: _Toc151544809]4.1.2	Analysis
Editor's Note: The analysis of stage 1 requirements which are relevant to SA6 is FFS, based on the progress of the Key Issues.
[bookmark: _Toc151544810]4.2	AI/ML related stage 2 work in 3GPP
[bookmark: _Toc151544811]4.2.1	Description
[bookmark: _Toc151544812]4.2.1.1 	3GPP SA2
3GPP SA2 started from Rel-16 to investigate the AI/ML support focusing on the main two aspects.
1) AI-ML support in NWDAF
Network analytics and AI/ML is deployed in the 5G core network via the introducing of NWDAF consider the support of various analytics types that can be distinguished using different Analytics IDs, e.g., “UE Mobility”, “NF Load”, etc. as elaborated in TS 23.288 [2]. Each NWDAF may support one or more Analytics IDs and may have the role of: (i) AI/ML inference called NWDAF AnLF, or (ii) AI/ML training called NWDAF MTLF or (iii) both. 


Figure 4.2.1.1-1: NWDAF architecture for analytics generation based on trained models
Figure 4.2.1.1-1 illustrates the various NWDAF deployment flavours and their respective input data sources and the potential consumer for analytics output results. Specifically, NWDAF relies on various sources of data input including data from 5G core NFs, AFs, 5G core repositories, e.g., NRF, UDM, etc., and OAM data, including performance measurements (PMs), KPIs, configuration management data and alarms. An NWDAF may provide in turn analytics output results to 5G core NF, AFs, and OAM. Optionally, DCCF and MFAF may be involved to distribute and collect repeated data towards or from various data sources.
For FL use cases, in Release 18, 3GPP defined federated learning amongst different NWDAF MTLFs where ML model training is running in multiple local MTLFs.
2) Network assistance for AI-ML services
As part of AIMLSys, enhancements to 5GC (as specified in TS 23.501 [5] clause 5.46) are specified for assisting the AI/ML operations in the application layer (between one or more AI/ML users and AI/ML server). In this direction, NEF may assist the AI/ML application server in scheduling available UE(s) to participate in the AI/ML operation (e.g. Federated Learning). Also, 5GC may assist the selection of UEs to serve as FL clients, by providing a list of target member UE(s), then subscribing to the NEF to be notified about the subset list of UE(s) (i.e. list of candidate UE(s)) that fulfil certain filtering criteria.
[bookmark: _Toc151544813]4.2.1.2 	3GPP SA4
SA4 has an ongoing study on AI and ML for Media (TR 26.927 [11). This study aims to identify relevant interoperability requirements and implementation constraints of AI/ML in 5G media services. This study includes media-based AI/ML use cases and architecture considerations related to media services.
[bookmark: _Toc151544814]4.2.1.2 	3GPP SA5
SA5 in Rel-17 has provided a work on AI/ML management (TS 28.105 [9]) focusing on AI/ML capabilities (e.g. ML training MnS/MF) at OAM side. TS 28.105 specifies the AI/ML management capabilities and services for 5GS where AI/ML is used, including management and orchestration (e.g. MDA, see 3GPP TS 28.104 [3]). In this work, an ML training Function (MLT) playing the role of ML training MnS producer is introduced which may consume various data from 5GS for ML training purpose and provides the training outputs to other management functions in OAM.
[bookmark: _Toc151544815]4.2.2	Analysis
Editor's Note: The analysis of stage 2 work which is relevant to SA6 is FFS.

[bookmark: clause4][bookmark: _Toc151544816]5	Key issues
[bookmark: _Toc151544817]5.1	Key issue #1: Support of Architecture Enhancement and Functions for Application Layer AI/ML Services
SA2 Rel-18 AIMLsys (in 3GPP TS 23.501 and TS 23.502) studied 5G System support for AI/ML-based services in application layer with the assumptions, for example:
-	Application AI/ML operation logic is controlled by an Application Function (AF).
-	AF request to the 5G System in the context of 5GS assistance to Application AI/ML operation. 
-	For application layer Federated Learning, there may one application server (e.g., an AF) controlling the application layer DML/FL training process among multiple application clients (e.g., UEs).
SA1 Rel-18 and Rel-19 identified requirements for the support of AI/ML model distribution, transfer, training for various applications, e.g., video/speech recognition, robot control, automotive, in 3GPP TS.22.874, TS 22.876, and TS 22.261. Such use cases and requirements from SA1 have application layer impacts, e.g., require the support of corresponding architecture and functions to provide assistance in application layer AI/ML operations on model distribution, transfer and training.
Therefore, to support the AI/ML services in application layer, the following aspects need to be studied:
-	Whether and how to enhance the architecture and related functions to support application layer AI/ML services.
-	Whether and how the above architecture enhancement and related functions supporting the management/execution of AI/ML lifecycle operations.
Editor's note: How the architecture enhancement and related functions supporting the FL related operations and services is FFS. 
-	Whether and how the architecture enhancement and related functions leveraging the existing 5GC capabilities and assistance for the application layer AI/ML services.
[bookmark: _Toc151544818]5.2 	Key issue #2: AI/ML-enhanced ADAES
ADAES is a SEAL service that has been specified in TS 23.436 [x] and provides various features that support the derivation and exposure of application layer analytics to consumers in the application and enablement layers. Particularly, the analytics may include statistics and predictions. In order to derive certain types of analytics outputs (such as predictions), ADAES may support the utilization of AI/ML enabled analytics. How can ADAES utilize AI/ML methods to derive analytics or how can ADAES be enhanced with AI/ML capabilities has not been investigated in the Rel-18 study.
Rel-19 SID of ADAES pointed out that one possible new area of study would be the implications when using AI/ML methods for ADAES analytics and enhanced or new enablement capabilities for supporting ML model training and inference. 
This key issue will study:
a.	Whether and how to enable the ADAE layer (including A-DCCF, A-ADRF) to derive analytics or provide analytics services based on AI/ML methods? This includes the study of necessary enhancements to the ADAE layer architecture, if any.
b.	Whether and how the ADAE layer supports ML model training and inference (i.e., internally or externally to ADAE layer) for deriving analytics?
c.	Whether and how ADAES can be enhanced to support and coordinate AI/ML-enabled analytics functions and features?
d.	Whether and how to support the registration and discovery of ADAE layer functional entities supporting ML model training / inference? e. Whether and how the ADAE layer (including A-DCCF, A-ADRF) supports ML model training (e.g., internally, or externally to ADAE layer).
f.	Whether and how new analytics are required to be generated by ADAE layer using AI/ML methods? This includes but is not limited to support for: XR applications, energy optimization, VAL server- to-VAL server performance analytics (e.g., related to latency, bandwidth, response time, etc.)?
[bookmark: _Toc104797317][bookmark: _Toc122563636][bookmark: _Toc104878314][bookmark: _Toc151544819][bookmark: _Toc95120569]5.3	Key issue #3: Support for federated learning 
Federated Learning (FL) is a machine learning technique that enables multiple FL clients to train a model by exchanging the parameters instead of exchanging/sharing local data set. FL servers perform management of FL operations by maintaining and updating a global ML model, selecting and managing FL clients, performing aggregation strategies, scheduling training in a federated manner, and communicating with FL clients. FL clients provide various aspects of data for FL operations, such as data collection, data preparation, and using data for training and/or inferencing while communicating updates of ML models to FL servers. 
This key issue will study:
1.	How to support federated learning at application enablement layers?
2. 	Identify procedures for supporting FL at the application enablement layer, including FL entity discovery, registration, communication, reporting.
3. 	Whether and how to support the data collection and preparation for FL in the application enablement layer?
4. 	Whether and how to support the management of FL groups (e.g., how to create and manage a group of FL members) during FL operations (e.g., training)? 
[bookmark: _Toc151544820][bookmark: _Toc146875942]5.4	Key issue #4: Key issue on supporting Vertical FL at enablement layer
There are two types of federated learning defined, horizontal and vertical federated learning. Horizontal federated learning, or sample-based federated learning, is introduced in the scenarios that data sets share the same feature space but have different samples. Vertical federated learning or feature-based federated learning is applicable to the cases that two data sets share the same sample space but differ in feature space. In both horizontal and vertical federated learning model parameters from each local model training function are sent to a model aggregator (or FL collaborator) to calculate an aggregate model. The model aggregator provides updated model parameters to each ML model training entity that each ML model training entity use to re-train its own model thus allowing every local model training function to have a trained model using data from multiple sources. 
An example for vertical FL (VFL) is shown below:


Figure 5.4-1 vertical FL (VFL) example
If VFL is supported by enablement layer, some issues are distinct and need to be studied separately from KI #3, especially:
-	How we can ensure that all training functions have an aligned sample range, e.g., the same users, to support VFL? 
-	How can we discover what features are available between domains (for the same sample range) in order to support VFL?
Editor's Note: this KI will reuse the study result of KI#3 on FL for aspects which are applicable to both horizontal and vertical FL (e.g. organizing training).
[bookmark: _Toc151544821][bookmark: _Hlk151538543]5.5	Key Issue #5: Support for of AI/ML operation splitting between AI/ML endpoints and in-time transfer of AI/ML models
KI #5 focuses on AI/ML operation splitting between AI/ML endpoints, and in-time transfer of AI/ML models as described in TS 22.261 [10].
Split AI/ML inference is depicted in Figure 5.5-1. The AI/ML model inference is distributed into multiple parts according to the current task and environment (such as communications data rate, device resource, and server workload). The intention is to offload the computation-intensive, energy-intensive parts to network endpoints (cloud or edge server), whereas leave the privacy-sensitive and delay- sensitive parts at the end device. The device executes partial model inference and sends the intermediate data to a network endpoint where the remaining model inference is executed, and the inference results is fed back to the device.


Figure 5.5-1. Example of split AI/ML inference 
For AI/ML split operation, the enabler layer can provide support to negotiate splitting of the AI/ML operation and to discover required nodes to perform computation-intensive, energy-intensive parts of AI/ML operations.
In-time model transfer is related to timely distribution of AI/ML model/data over 5G system. SA1 requirements indicate that “the 5G system shall be able to support a mechanism to expose monitoring and status information of an AI-ML session to a 3rd party AI/ML application”, and that “Such mechanism is needed by the AI/ML application to determine an in-time transfer of AI/ML model.”.
For AI.ML in-time transfer, the enabler layer can provide analytics to inform AI/ML application(s) about timely transfer of trained models and status information about AI/ML sessions, which may influence AI/ML applications behaviour.
Requirements from SA1 have impact on the application enablement layer and require the support of architecture and functions to assist AI/ML operations splitting, and in-time transfer of AI/ML models for AI/ML applications.
The following aspects should be studied:
1.	Whether and how to enhance the architecture and related functions to support management and/or configuration for split AI/ML operation, and in-time transfer of AI/ML models. The management and configuration aspects including discovery of requried nodes for split AI/ML operation and support of different models of AI/ML operation splitting.
2.	Whether and how to enhance the architecture and related functions to support exposure and consumption of split AI/ML analytics, and in-time transfer of AI/ML models analytics.
[bookmark: _Toc151544822]5.6	Key issue #6: Support for transfer learning 
In 3GPP TS 22.261 clause 6.40 it is stated that the 5G system needs to support at least three types of AI/ML operations:
-	AI/ML operation splitting between AI/ML endpoints, 
-	Distributed/Federated Learning over 5G system, and 
-	AI/ML model/data distribution and sharing over 5G system.
With the latter kind of operation, it is expected to let the AI/ML consumers use an ML model (out-of-a-set of candidate models available in a NW endpoint) for better adapting to task and environment variations. 
Nevertheless, in practical deployments involving AI/ML operations, the number of available models is not that large to cover all the possible environmental conditions in a network. Therefore out-of-the-box usage of the model will imply a lack of accuracy/precision during the inference stage unless a model fine tuning stage is present to ensure that the baseline model is quickly adapted to the current conditions using lesser amount of data (than the one used for training of the baseline model). On that note, Transfer learning (TL) is conceived as a technique used to tackle the lack of labeled data for training a model which is the first limitation that is faced when (re-)training a model. In TL, the training of a model (to solve a particular task) is carried out using information from a "similar" domain in which enough information is available (the so-called source domain). With TL, some parts of the model trained in the source domain are fine-tuned with scarce information available in the target domain. This way, the model reuses the understanding of the structure of the problem and does not have to learn from scratch all the low-level features/structure of the problem: it will only have to learn the higher-level structures/relationships which usually requires less labelled data. TL assumes a baseline model is already available (in a NW endpoint) and can be fine tuned to quickly perform the same or similar tasks (e.g., prediction, classification, etc.) in a target domain with lesser amount of training data.
Considering that:
-	in 3GPP TS 23.288 clause 6.2B.5, 6.2B.6 and 6.2B.7 some operations to allow the storage/retrieval of ML models to/from the Analytical Data Repository Function (ADRF) are available to be consumed by a network function containing an instance of the Model Training Logical Function (MTLF), and
-	as from clause 5.3 in 3GPP TS 23.436, the internal architecture of ADAE (Application Data Analytics Enabler) can include an instance of ADRF, the so-called A-ADRF (Application layer - Analytical Data Repository Function), 
it is possible to enable inter- and intra-VAL domain transfer learning scenarios.
This key issue will study:
1.	How to support transfer learning at application enablement layers?
NOTE 1:	Business relationships can exist between ASPs to share learnings.
NOTE 2:	The security aspects for Transfer Learning supported by SA6 enablers should be considered by SA3.
[bookmark: _Toc151544823]5.7	Key issue #7: Discovery or Support of Member Selection and Maintenance for Application Layer AIML Service
AI/ML Services enable the Distributed/Federative Learning over 5G system. The Application layer AI/ML entities have heterogeneous nature, e.g., different models, OS, capabilities, that require creation of AIML criteria specific for application layer AIML enabler service. The AI/ML Services need have information about conditions when AI/ML entities (e.g., VAL server, AI/ML Enabler Client, AI/ML Enabler Server) are available or not available to participate in the AI/ML operations (e.g., ML model training). To cover the application layer specific requirements, which are missing in the existing mechanisms on Member UE selection from SA2, and in order to assist and organize AI/ML operations (e.g., ML model training),
this key issue will study the solutions on how to select and maintain the member for AI/ML Application layer Services.
NOTE:	The user consent on the permission to participate the AI/ML operations (e.g., ML model training) in application layer is within SA3 scope.
[bookmark: _Toc151544824]5.x	Key issue #x: <Title>
Editor's Note:	Provide a suitable title for the key issue. 
Editor's Note:	This subclause will describe the key issue.
[bookmark: _Toc151544825]6	Application enablement architecture requirements
[bookmark: _Toc151544826]6.1	General requirements
[AR-6.1-a] 	The AI/ML enablement layer shall be able to support one or more VAL applications.
[AR-6.1-b] 	Supported AI/ML enablement capabilities may be offered as APIs to the VAL applications.
[bookmark: _Toc151544827]6.2	<application enabler layer capability x> requirements
Editor's Note:	Provide a suitable title for the requirements.
[bookmark: _Hlk95122399]Editor's Note:	This subclause will describe the architectural requirements for the studied application layer capabilities.
[bookmark: _Toc25612630][bookmark: _Toc25613333][bookmark: _Toc25613597][bookmark: _Toc27647554][bookmark: _Toc151544828]7	Application architecture for enabling AI/ML services
[bookmark: _Toc14352757][bookmark: _Toc19026784][bookmark: _Toc19034185][bookmark: _Toc19036375][bookmark: _Toc19037373][bookmark: _Toc25612631][bookmark: _Toc25613334][bookmark: _Toc25613598][bookmark: _Toc27647555][bookmark: _Toc151544829]7.1	General
[bookmark: _Toc14352758][bookmark: _Toc19026785][bookmark: _Toc19034186][bookmark: _Toc19036376][bookmark: _Toc19037374][bookmark: _Toc25612632][bookmark: _Toc25613335][bookmark: _Toc25613599][bookmark: _Toc27647556][bookmark: _Toc151544830]7.2	Application enablement architecture
Editor's Note:	this subclause will illustrate the high level architecture and possible architecture enhancements for supporting AI/ML services
[bookmark: _Toc151544831]7.3	Functional Elements
Editor's Note:	The functional elements corresponding to the architecture will be presented in this clause.
[bookmark: _Toc151544832]7.4	Reference Points
Editor's Note:	The reference points corresponding to the architecture will be presented in this clause.

[bookmark: _Toc151544833]8	Solutions
[bookmark: _Toc151544834][bookmark: _Toc464463365][bookmark: _Toc475064959][bookmark: _Toc478400630][bookmark: _Toc7485785][bookmark: _Toc78314759]8.0	Mapping of solutions to key issues
Table 8.1-1: Mapping of solutions to key issues
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[bookmark: _Toc151544835][bookmark: _Hlk147109386]8.1	Solution #1: ADAE Functional Architecture Enhancement to Support Application Layer AI/ML Services
The following clauses specify the functional model of the ADAE with the ML Model Training and Management Enablement (MTME) function and the functional model of the AIML enablement service for supporting application layer AI/ML services.
[bookmark: _Toc133484177][bookmark: _Toc133524374][bookmark: _Toc151544836]8.1.2	Functional Architecture
[bookmark: _Toc151544837]8.1.2.1	General
The functional architecture enhancements for the ADAE with ML model training and management enablement function and AIML enablement service are based on the generic functional model specified in clause 6.2 of 3GPP TS 23.434 [7]. The architecture enhancements are organized into functional entities to describe a functional architecture enhancement which addresses the support for ML model training and management enablement function and AIML enablement aspects for vertical applications.
[bookmark: _Toc151544838]8.1.2.2	On-Network MTME-enhanced ADAE Functional Architecture


Figure 8.1.2.2-1: On-network MTME-enhanced ADAE functional model
Editor's Note: Whether MTME function as a logic entity need to be visible in function model is FFS. 
Figure 8.1.2.2-1 illustrates the on-network functional model of ADAE with ML Model Training and Management Enablement (MTME) function. In the vertical application layer, the VAL client communicates with the VAL server over VAL-UU reference point. VAL-UU supports both unicast and multicast delivery modes. The ADAE functional entities with MTME function on the UE and the server are grouped into ADAE client(s) and ADAE server(s) respectively. The ADAE with MTME function consists of a common set of services (e.g., ML model provision, (MTME-enhanced) ADAE client registration management, (MTME-enhanced) ADAE client member management, training status estimation, ML model training execution) and reference points. The ADAE offers its services to the vertical application layer (VAL). 
The ADAE client(s) communicates with the ADAE server(s) over the ADAE-UU reference points. The ADAE client(s) provides the service enabler layer support functions to the VAL client(s) over ADAE-C reference points. The VAL server(s) communicate with the ADAE server(s) over the ADAE-S reference points. The ADAE server(s) may communicate with the underlying 3GPP network systems using the respective 3GPP interfaces specified by the 3GPP network system.
Editor's Note:	Whether the MTME can be a new enabler or part of another enabler (e.g. AIML) is FFS.
Editor's Note:	The implication of ML management in MTME function is FFS.
[bookmark: _Toc151544839][bookmark: _Toc146235995]8.1.2.3	On-Network AIML Enablement Layer Functional Architecture


Figure 8.1.2.3-1: On-network AIML enablement layer functional model
Figure 8.1.2.3-1 illustrates the on-network functional model of AIML enablement layer. In the vertical application layer, the VAL client communicates with the VAL server over VAL-UU reference point. VAL-UU supports both unicast and multicast delivery modes. The AIML enablement functional layer entities on the UE and the server are grouped into AIML enablement client(s) and AIML enablement server(s) respectively. 
The AIML enablement layer includes of a common set of services for comprehensive enablement of AIML functionality, including federated and distributed learning (e.g., FL client registration management, FL client discovery and selection), and reference points. The AIML enablement services are offered to the vertical application layer (VAL). 
The AIML enablement client communicates with the AIML enablement server(s) over the AIML-UU reference points. The AIML enablement client provides functionality to the VAL client(s) over AIML-C reference point. The VAL server(s) communicate with the AIML enablement server(s) over AIML-S reference points. The AIML enablement servers communicate with the underlying 3GPP network systems using the respective 3GPP interfaces specified by the 3GPP network system.
Editor's Note: Deployment of AIML Enablement layer along with MTME-enhanced ADAE functionality is FFS.
[bookmark: _Toc151544840]8.1.3	Functional Entities Description
[bookmark: _Toc146235996][bookmark: _Toc151544841]8.1.3.1	General
The ADAE functional entities with ML model training and management enablement function are described in the following subclauses.
[bookmark: _Toc146235997][bookmark: _Toc151544842]8.1.3.2	ADAE client
The AI/ML ADAE client functional entity acts as the application client supporting ML model training and may supporting management of ML model training. It interacts with the AI/ML ADAE server.
[bookmark: _Toc146235998][bookmark: _Toc151544843]8.1.3.3	ADAE server
[bookmark: _Toc146236159]The ADAE server functional entity provides for management and execution of ML model training supported within the vertical application layer. 
[bookmark: _Toc151544844]8.1.4	Reference Points Description
[bookmark: _Toc146236160][bookmark: _Toc151544845]8.1.4.1	General
The reference points for the functional model for management and execution of ML model training are described in the following subclauses.
[bookmark: _Toc146236161][bookmark: _Toc151544846]8.1.4.2	ADAE-UU
The interactions related to ML model training and management functions between the ADAE client and ADAE server are supported by ADAE-UU reference point. This reference point utilizes Uu reference point as described in 3GPP TS 23.401 [8] and 3GPP TS 23.501 [5].
ADAE-UU reference point is used for VAL service signalling for VAL service data management of the VAL service. 
[bookmark: _Toc146236164][bookmark: _Toc151544847]8.1.4.3	ADAE-S
The interactions related to ML model training and management functions between the VAL server(s) and the ADAE server are supported by ADAE-S reference point.
[bookmark: _Toc151544848]8.1.4.4	ADAE-C
The interactions related to ML model training and management functions between the VAL client(s) and the ADAE client within a VAL UE are supported by ADAE-C reference point.
[bookmark: _Toc151544849][bookmark: _Toc133484175][bookmark: _Toc133524372]8.2	Solution #2: ML client information retrieval	
[bookmark: _Toc151544850]8.2.1	General
The following clauses specify procedures, information flows and APIs for Key issue X to enable the selection of ML clients.
Assumptions:
1.	The proposed solution is based on the AIML Enabler service producer/consumer architecture. The service producer can be a standalone new entity like an AIML Enabler server or collocated with a SEAL entity like an ADAE server or part of the ADAE server. The AIML Enabler service consumer could be VAL servers, VAL UE, or any other entities that consume the AIML Enabler services.
2.	The proposed solution assumes distributed clients in ML. E.g., Federated Learning.

Editor's Note: This solution may need to be updated for FL case based on KI updates.
[bookmark: _Toc151544851]8.2.2	Procedures


Figure 8.2.2-1: ML client information retrieval procedure
1.	The AIML Enabler service consumer (e.g., VAL server) sends the ML client information retrieval request to the AIML enabler service producer. The request may contain identities to identify the ML service, some filtering criteria to filter for the selection of UEs like battery level, UE velocity, etc. 
2a-2b.	Upon receiving the request, the AIML enabler service producer may subscribe to the procedure defined in clause 4.15.13 of TS 23.502. It also fetches client information from the AIML enabler client. 
3.	The AIML enabler service producer processes the NEF response and AIML client response and provides the response to consumer. The response may contain the list of client identifiers as per the selection criteria mentioned in the filter. 
Editor's Note 1: How the AIML enabler service producer fetches the client information from the AIML enabler client is FFS. 
Editor's Note 2: The solution is subject to change based on the architecture and is FFS.
Editor's Note 3: The contents of request, response message is subject to change and is FFS.
[bookmark: _Toc151544852][bookmark: _Toc144371491]8.3	Solution #3: Provision of ML clients to support AI/ML at the application layer 
[bookmark: _Toc151544853]8.3.1	General
The following clauses specify procedures, information flows and APIs for Key issue X to provision the ML clients for the AIML Enabler services.
Assumptions:
1.	The proposed solution is based on the AIML Enabler service producer/consumer architecture. The service producer can be a standalone new entity like an AIML Enabler server or collocated with SEAL entity like an ADAE server or part of the ADAE server. The AIML Enabler service consumer could be VAL servers, VAL UE, or any other entities that consume the AIML Enabler services.
Editor's Note:	This solution may need to be updated for FL case based on KI updates.
[bookmark: _Toc151544854]8.3.2	Procedures


Figure 8.3.2-1: ML client config provisioning procedure
1.	The AIML Enabler service consumer (e.g. VAL server or VAL UE) sends a ML client config provisioning request to the AIML Enabler service producer (e.g. ADAE server). The request may contain UE ML client profile e.g., UE compute capability, ML capability, UE QoS.
Editor's Note 1: How ML application QoS requirements and UE client profile will be used is FFS. 
Editor's Note 2: The contents of the request are high-level and can be changed and is FFS.
2.	Upon receiving the request, the AIML enabler service producer performs an authorization check. If authorization is successful, the AIML enabler service producer registers the client and provides the response to the AIML Enabler service consumer with a registration ID.
Editor's Note 3: The solution is subject to change based on the architecture and is FFS.
Editor's Note 4: The contents of the response can be changed and is FFS.

[bookmark: _Toc148437286][bookmark: _Toc151544855]8.4	Solution #4: Support for ML-enabled ADAE analytics
[bookmark: _Toc148437287][bookmark: _Toc151544856][bookmark: _Hlk151045981]8.4.1	Solution description
This solution addresses Key Issue #2.
This solution introduces the selection and configuration of the ML model entities to support a certain ADAE layer analytics event. This solution aims the enhancement of analytics services provided by the analytics enablement functionality, and in particular analytics related to VAL server or session performance, as well as analytics related to edge load (as specified in TS 23.436).

In this solution, ADAES is using AIML Enablement capability for ML model training / inference for ADAE layer analytics events. 
NOTE:	Such training and inference can be performed in multiple entities (distributed AIML Enablement, AIML Enablement client); however it is not explicitly shown in the procedure.
Figure 8.4.1-1 illustrates the procedure where the ML-enabled analytics are provided using ML model training at the enabler layer (by an app layer ML model training service). 
Pre-conditions:
1.	ADAEC is connected to ADAES



Figure 8.4.1-1: Support for ML-enabled ADAE analytics
1.	The VAL server subscribes to ADAES for an analytics service (e.g., for Analytics ID = ‘VAL server #1 perf analytics’). The subscription is applicable to the ADAE analytics services as described in TS 23.436. Such subscription can also indicate the use of AI/ML enabled analytics, and optionally the ML model info. 
2. The ADAES discovers the list of ML training and inference entities and their capabilities. Such discovery can be via sending a request to the ML model registry / A-ADRF, assuming that such registry has already a mapping of the ML candidate participants which are mapped to the given Analytics Event/ID. This step may also include fetching the ML model information for identifying already trained models for the Analytics Event.
[bookmark: _Hlk151130246]Editor's Note: It is FFS whether ML model repository /A-ADRF is used for both ML model info and entities fetching.
3. The ADAES determines the entity (ies) to be considered for ML model training entity for the analytics event ID. 
Editor's Note: How ADAES determines the entity (ies) is FFS.
4.	The ADAES requests the selected ML training entity (e.g. AIML Enablement server) to provide ML model training for the given analytics event. ADAES may also provide the requirements to be used (if provided in step 1, e.g., type of training, whether it is online or offline training, time to provide trained models.
5a. The ADAES sends a request to the ML model repository (e.g. A-ADRF) to receive the one or more ML model information for the given Analytics ID and/or the vertical type (e.g. IIOT server #1). 
5b. The ADAES receives a response, which includes the ML model information and the mapping to the analytics ID / VAL consumer type, the ML model file address for the initial model, the permissions for updating the ML model (related to who is the consumer), the ML model vendor ID, charging model for using the ML model, etc.
6.  The AIML Enablement server collects the data to train/infer the model from the data producers (e.g., based on the assumptions for data producers as in procedures in clauses 8.2.2 and 8.2.3 of TS 23.436). 
Editor's note: Whether training data collection is supported by EVEX is FFS.
7.	The AIML Enablement server performs ML model training and/or inference.  
8.	The AIML Enablement server sends an ML model training/inference response to the ADAES, with the trained and/or inferred model outputs.
9. The ADAES derives analytics based on the trained/inferred data. ADAES may also perform ML model inference in addition (or alternatively) to AIML Enablement server using its own data, based on the deployments.
10. ADAES sends the analytics outputs as notification to the VAL server.
[bookmark: _Toc148437288][bookmark: _Toc151544857]8.4.2	Architecture Impacts
The application enabler layer architecture impacts are the following:
-	AIML enablement server is introduced to provide support the training and/or inference for the analytics event.
-	ADAES is enhanced to select and configure the entity (-ies) to serve as ML model training and inference entities and utilizes these services to improve the ADAE layer analytics. 
-	An ML model registry/repository needs to be defined e.g. as enhancement of A-ADRF.
Editor's Note: It is FFS whether the ML model registry/repository is part of the A-ADRF or AIML Enablement Server.
[bookmark: _Toc148437289][bookmark: _Toc151544858]8.4.3	Corresponding APIs
[bookmark: _Toc148437290]Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc151544859]8.4.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc151544860]8.5	Solution #5: AI/ML model management
[bookmark: _Toc133484176][bookmark: _Toc133524373][bookmark: _Toc151544861]8.5.1	General
The following clauses specify procedures of AI/ML model management.
[bookmark: _Toc151544862]8.5.2	AI/ML model information storage procedure


Figure 8.5.2-1: AI/ML model information storage procedure
1.	The model repository consumer (e.g.  ADAE or AIML server with MTME function) sends an AI/ML model information storage request to the model repository to store a model. The model included in the request can be one trained by the repository consumer or its information can be provisioned to the repository consumer. The request contains information of the AI/ML model (or a model profile) such as the analytics ID(s) for which the model can be used, requirements of using the model (e.g., required computing power), information of the training data with which the model is trained, metadata, etc.
2.	Upon receiving the request, the model repository processes the request and records information of the AI/ML model (e.g., by creating an AI/ML model profile). The model repository sends a response to the model repository consumer (e.g., MTME-enhanced ADAE or AIML server) with an identifier of the created AI/ML model profile.
NOTE 1:	The model repository may be implemented by A-ADRF.
NOTE 2:	It is to be determined in the evaluation phase which entities are can have direct interaction with the model repository, e.g., only AI/ML enabler and/ or MTME-enhanced ADAE or AIML, etc. This procedure is assumed to also enable other AI/ML service consumers to also access this functionality indirectly, via these enablers with direct access.
[bookmark: _Toc151544863]8.5.3	AI/ML model information discovery procedure


Figure 8.5.3-1: AI/ML model information discovery procedure
1.	The AI/ML model repository consumer (e.g., VAL server) sends an AI/ML model discovery request to the model repository. The request contains filter information of the AI/ML model such as the analytics ID(s) associated with the model, requirements of the model (e.g., required computing power), information of the training data, etc. If ADAE is the AI/ML model consumer, then step 1 is skipped.
2.	Upon receiving the discovery request, the model repository processes the request and sends the response message to the repository consumer. The response includes information of the discovered AI/ML model. Optionally, the model repository can initiate a model transfer process to the consumer.
NOTE:	It is to be determined in the evaluation phase which entities are can have direct interaction with the model repository, e.g., only AI/ML enabler and/ or MTME-enhanced ADAE, etc. This procedure is assumed to also enable other AI/ML service consumers to also access this functionality indirectly, via these enablers with direct access. 
[bookmark: _Toc151544864]8.6 	Solution #6: AIML enablement client selection
[bookmark: _Toc151544865]8.6.1	Solution description
The following clauses specify procedures, information flows, and APIs for Key Issue #3 to support AIML enablement client selection.
Editor's Note: The relationship between this and other KI#3 solutions is FFS.
Assumptions:
1.	The proposed solution is based on client-server architecture for federated learning.
2.	The AIML enablement consumer has already discovered and received a list of AIML enablement clients that are suitable and have available data for a particular ML application.



Figure 8.6.1-1: AIML enablement client selection procedure
1.	An AIML enablement consumer sends a request to an AIML enablement server to select a list of AIML enablement clients that have been discovered to meet the requirements for federated learning operations. The AIML enablement client selection request includes client/server identifier, security credentials, application identifier, AIML role, ML model, list of AIML enablement clients for inclusion into an AIML set, a minimum number of AIML enablement clients, training schedule, and QoS requirements for the federated learning operations.
Editor's Note: The IEs in the request are FFS. It is also FFS how the request parameters are used in relationship to other member selection policy provisioned to the AIML enabler layer.
2.	The AIML enablement server validates the selection request and verifies the security credentials provided in the request. The AIML enablement server further performs authentication and authorization checks to determine if the requestor is able to create an AIML set. If authorized, the AIML enablement server creates the AIML set with the list of AIML enablement clients as members and assigns an AIML identifier for the set.
NOTE: The AIML enabler server can reuse SEAL group management for any necessary group management.
3.	The AIML enablement server sends an AIML enablement client selection response that includes the status of the selection request and the assigned AIML set identifier.
[bookmark: _Toc151544866][bookmark: _Hlk151541524]8.7 	Solution #7: AIML enablement client discovery
[bookmark: _Toc151544867]8.7.1	Solution description
The following clauses specify procedures, information flows, and APIs for Key Issue #3 to support AIML enablement client discovery.
Editor's Note: The relationship between this and other KI#3 solutions is FFS.
Assumptions:
1.	The proposed solution is based on client-server architecture for federated learning.
2.	The AIML enablement server has a repository of AIML enablement clients and corresponding information of federated learning capabilities and datasets.


 
Figure 8.7.1-1: AIML client discovery procedure
1.	An AIML enablement consumer sends a request to an AIML enablement server to discover AIML enablement clients that are available to participate in federated learning operations, e.g. is available and have required data to train an ML model. The AIML enablement client discovery request includes client/server identifier, security credentials, and discovery criteria that include application identifier, AIML role, ML models, target location, client availability schedule, client capabilities, and dataset requirements.
Editor's Note: Other IEs in the request are FFS. Whether the IEs are included in the AIML member selection policy is FFS.
2.	The AIML enablement server validates the discovery request and verifies the security credentials provided in the discovery request. The AIML enablement server further performs authentication and authorization checks to determine if the requestor is able to discover AIML enablement clients. If authorized, the AIML enablement server determines a list of AIML enablement clients that meets the discovery criteria.
NOTE: The AIML enablement server may provide list of target UE(s) and utilize Member UE selection assistance procedure from TS 23.502, section 4.15.13 to get assistance in selecting candidate UEs. The AIML enablement server then determines a list of UEs that fulfils the discovery criteria based on information received from AIML enablement client registrations.
Editor's Note: It is FFS whether a FL client repository function is necessary to enable this step.
3.	The AIML enablement server sends an AIML enablement client discovery response that includes the status of the discovery request and the list of AIML enablement clients matching the discovery criteria. 
[bookmark: _Toc151544868]8.8 	Solution #8: AIML enablement client registration
[bookmark: _Toc151544869]8.8.1	Solution description
The following clauses specify procedures, information flows, and APIs for Key Issue #3 to support AIML enablement client registration.
Editor's Note: The relationship between this and other KI#3 solutions is FFS.
Assumptions:
1.	The proposed solution is based on client-server architecture for federated learning.
2.	The AIML enablement client has been pre-configured or has discovered the address (e.g. URI) of the AIML enablement server.
3.  The AIML enablement client has been pre-configured with an AIML enablement policy.


 
Figure 8.8.1-1: AIML enablement client registration procedure
1.	The AIML enablement client sends a registration request to the AIML enablement server, the registration request includes a AIML enablement client identifier, security credentials, application identifier, and AIML enablement policy, which includes supported ML models, AIML enablement client availability, AIML enablement client capabilities, and dataset availability.
Editor's Note: Other IEs in the request are FFS. Whether the IEs are included in the AIML member selection policy is FFS.
2.	The AIML enablement server validates the registration request and verifies the security credentials. The AIML enablement server further performs an authentication and authorization check to determine if the AIML enablement client is permitted to register to the AIML enablement server and participate in federated learning operations. The AIML enablement server assigns an identifier for the AIML enablement policy to associate it with the AIML enablement client.
Editor's Note: It is FFS whether a FL client repository function is necessary to enable this step.
3.	The AIML enablement server returns an AIML enablement registration response to the AIML enablement client with the status of the registration request and the identifier associated with the AIML enablement policy.
[bookmark: _Toc151544870][bookmark: _Hlk151542140]8.9	Solution #9: Support for FL member registration
[bookmark: _Toc151544871]8.9.1	Solution description
This solution addresses Key Issue #3.
This solution provides the procedures for the registration and registration update of candidate FL members in an FL Member Registry (e.g., A-ADRF). Candidate FL members can be application layer entities (e.g., VAL server, EAS) at the server or VAL UE side, which can potentially be selected as FL clients or FL server, FL server/aggregator for a particular ASP /vertical requirement.
NOTE:	AI/ML service registry can be deployed as logical functionality in AI/ML enabler server or as enhanced capability of A-ADRF or at an edge / cloud platform repository or gateway.
[bookmark: _Toc151544872]8.9.1.1	Procedure for FL member registration
Figure 8.9.1.1-1 illustrates the procedure where the registration of a candidate FL member happens via the FL member Registry.
This procedure covers the registration of the candidate FL member to a global repository / registry which is introduced for keeping the FL member registrations. Such candidate member can be a server functionality or a VAL UE functionality or an enabler layer functionality which is registering to the FL member Registry to act as FL member for a given application event (analytics event or event triggered by a VAL layer application server or client).
The following figure illustrates the procedure for registering FL member.


Figure 8.9.1.1-1 Procedure for registration on FL member registry
1.	The candidate FL member (e.g. VAL server, VAL UE) onboards to the platform (edge or cloud), hosting the AIML Enablement Server. Such entity is used as a middle layer between the FL members and the registry and facilitates the registration process. 
Editor's Note:  It is FFS whether Solution #3 can be re-used for step 1.
2.	For registration of FL members on the FL member registry, the AIML Enablement Server sends a registration request to the FL member registry. The registration request contains a list of information about the FL member, which require registration on the FL member registry.  Such information includes the FL member type and other information such as time availability scheduling information, area of interest or location the member resides, interoperabili9y information, use case availability/limitations.
3.	The FL member registry validates the received request and generates the identity and other security related information for all the FL members listed in the registration request.
4.	The FL member registry sends the generated information in the registration response message to the AIML Enablement Server.
5.	The AIML Enablement Server configures the received information to the individual candidate FL members.
[bookmark: _Toc151544873]8.9.1.2	Procedure for FL member registration update
Figure 8.9.1.2-1 illustrates the procedure where the registration update of a candidate FL member happens via the FL member Registry.


Figure 8.9.1.2-1: Procedure for registration update 
[bookmark: _Hlk150183468]1.	The candidate FL member (e.g. VAL server, VAL UE) either decides to offboard or optionally change the capabilities or a trigger is initiated based on the condition changes (e.g. VAL UE moves to an area with limited coverage) and provides this information to the AIML Enablement Server. Such update can be also update of the location of the FL member in different DN/EDN, or the temporary unavailability of the FL member which requires to update the registration.
Editor's Note:  It is FFS whether Solution #3 can be re-used for step 1.
2.	For registration update of FL members on the FL member registry, the AIML Enablement Server sends a registration update request to the FL member registry. The registration update request contains a list of information about the FL member (what is changed or the change of availability status), which require registration update on the FL member registry.
3.	The FL member registry validates the received update request and generates the identity and other security related information for all the FL members listed in the registration update request.
4.	The FL member Registry sends the generated information in the registration update response message to the AIML Enablement Server or to the candidate FL member.

[bookmark: _Toc151544874]8.9.2	Architecture Impacts
The application enabler layer architecture impacts are the following:
-	An FL member Registry is introduced for enabling the registration of candidate FL members. 
[bookmark: _Hlk151133897]Editor's Note: It is FFS whether this registry is part of the A-ADRF or AIML Enablement Server.
[bookmark: _Toc151544875]8.9.3	Corresponding APIs
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc151544876]8.9.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc151544877]8.10	Solution #10: AI/ML member participation configurations provisioning and management
[bookmark: _Toc151544878]8.10.1	General
The following clauses specify procedures, information flows and APIs for Key issue #A to provision the AI/ML member participation configurations for the AI/ML Enabler services.
Editor's note:	 The relationship between the solution and KI#3 solutions needs to be evaluated and is FFS.
Assumptions:
-	AI/ML member (e.g., AI/ML Enabler Client) is registered on the AI/ML Enabler Server to participate in the AI/ML operations (e.g., ML model training).
NOTE:	The AI/ML member configurations provisioning service operation can be a part of the ML client config provisioning procedure defined in clause 8.3.2.
[bookmark: _Toc151544879]8.10.2	Procedures
[bookmark: _Toc151544880]8.10.2.1	AI/ML member participation configurations provisioning and management


Figure 8.10.2.1-1: AI/ML member participation configurations provisioning and management procedure
1.	The AI/ML member (e.g. AI/ML Client) sends an AI/ML member participation configurations provisioning and management request as defined in clause 8.10.3.1.
2.	Upon receiving the request, the AI/ML Enabler server performs an authorization check of the AI/ML member.
3.	If the AI/ML member is authorised, the AI/ML Enabler Server stores the AI/ML member configurations and applies the provisioned configurations to ongoing and further the AI/ML operations (e.g., ML model training).
4.	AI/ML Enabler Server provides the response to the AI/ML member with a status via AI/ML member participation configurations provisioning and management response defined in clause 8.10.3.2.
NOTE:	The service operation defined in clause 8.10.2.1 can be utilized for AI/ML member participation configurations management (i.e., update/delete) functionality.
Editor's Note: It is FFS how an FL client repository function is used in this procedure.
[bookmark: _Toc151544881]8.10.3	Information flows
[bookmark: _Toc138284767][bookmark: _Toc151544882]8.10.3.1	AI/ML member participation configurations provisioning and management request
Table 8.10.3.1-1 describes the information flow from the AI/ML member to the AI/ML Enabler server as a request for the AI/ML member participation configurations provisioning and management.
Table 8.10.3.1-1: AI/ML member participation configurations provisioning and management request
	Information element
	Status
	Description

	Requester Identity
	M
(NOTE)
	The identity of the AI/ML member performing the request.

	List of configurations
	M
	Identify the list of configurations.

	> List of VAL service ID(s)
	M
	Identify the list of VAL service IDs for which the configurations are applicable.

	> List of time-schedule configurations
	O
	Provides the list of time-schedule configurations, e.g., the AI/ML member is (not) available to participate in the AI/ML operations in the given time slot(s) and/or day(s) of the week.

	> List of location-based configurations
	O
	Provides the list of location-based configurations, e.g., the AI/ML member is (not) available to participate in the AI/ML operations in the given locations represented by coordinates, civic addresses, network areas, or VAL service area ID.

	> List of compute-utilization based configurations
	O
	Provides the AI/ML member participation availability based on list of compute (GPU, CPU, AIPU, NPU) utilization based configurations, e.g. the AI/ML member may participate the AI/ML operation if the GPU load is less than the given percent.

	> Mode of member participation
	O
	Indicates the AI/ML member availability for the participation based on the modes like training (e.g., FL, DML, ML, and/or Split Learning), aggregator, coordinator and/or inference.

	NOTE:	This information element shall not be updated in the AI/ML member participation configurations management request.



NOTE:	In Table 8.10.3.1-1, the configurations identify the conditions and criteria, when satisfied the AI/ML member can participate in the AI/ML operations initiated by VAL service(s).

Editor's note: Whether ML model requirement, dataset requirement and other AI/ML capability are needed is FFS.
[bookmark: _Toc138284768][bookmark: _Toc151544883]8.10.3.2	AI/ML member participation configurations provisioning and management response
Table 8.10.3.2-1 describes the information flow from the AI/ML Enabler server to the AI/ML member as a response for the AI/ML member participation configurations provisioning and management.
Table 8.10.3.2-1: AI/ML member participation configurations provisioning and management response
	Information element
	Status
	Description

	Result
	M
	Indicates success or failure of the request.



[bookmark: _Toc151544884]8.x	Solution #x: <title>
[bookmark: _Toc464463366]Editor's Note:	Provide a suitable title for the solution.
[bookmark: _Toc475064960][bookmark: _Toc478400631][bookmark: _Toc7485786][bookmark: _Toc78314760][bookmark: _Toc151544885]8.x.1	Solution description
Editor's Note:	This clause will describe the solution. Each solution should clearly describe which of the key issues it covers and how.
[bookmark: _Toc151544886]8.x.2	Architecture Impacts
Editor's note:	This clause provides the architecture impacts of the solution and possible new SA6 capabilities and interfaces.
[bookmark: _Toc151544887]8.x.3	Corresponding APIs
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc532993748][bookmark: _Toc78314761][bookmark: _Toc151544888]8.x.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc82472215][bookmark: _Toc82473760][bookmark: _Toc82473822][bookmark: _Toc151544889]9	Deployment scenarios
[bookmark: _Toc151544890][bookmark: _Toc82472216][bookmark: _Toc82473761][bookmark: _Toc82473823]9.1	General
Editor's Note:	This clause will provide a general description of the deployment scenarios.
[bookmark: _Toc151544891]9.x	Deployment model #x: <Title>
Editor's Note:	Provide a description of the deployment scenarios.
[bookmark: _Toc151544892]10	Business Relationships
Editor's Note:	Provide a description of the involved business relationships.

[bookmark: _Toc464463369][bookmark: _Toc475064963][bookmark: _Toc478400633][bookmark: _Toc83813088][bookmark: _Toc151544893]11	Overall evaluation
Editor's Note:	This clause will provide evaluation of different solutions.

[bookmark: _Toc464463370][bookmark: _Toc475064964][bookmark: _Toc478400634][bookmark: _Toc83813089][bookmark: _Toc151544894]12	Conclusions
[bookmark: _Toc532994046][bookmark: _Toc78314764][bookmark: _Toc151544895]12.1	General conclusions
[bookmark: _Toc532994047]Editor's note:	This clause will provide general conclusions for the study.
[bookmark: _Toc78314765][bookmark: _Toc151544896]12.2	Conclusions of key issue #x
[bookmark: tsgNames]Editor's Note:	This clause will provide conclusions for the specific key issue.
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