3GPP TR 23.700-82 V0.1.0 (2023-10)
14

	[bookmark: page1][bookmark: specType1][bookmark: specNumber][bookmark: specVersion][bookmark: issueDate]3GPP TR 23.700-82 V0.1.0 (2023-10)

	[bookmark: spectype2]Technical Report

	3rd Generation Partnership Project;
[bookmark: specTitle]Technical Specification Group Services and System Aspects;
Study on application layer support for AI/ML services;
[bookmark: specRelease](Release 19)

		

	[image: ]
	[image: ]

	

	[bookmark: warningNotice]The present document has been developed within the 3rd Generation Partnership Project (3GPP TM) and may be further elaborated for the purposes of 3GPP.
The present document has not been subject to any approval process by the 3GPP Organizational Partners and shall not be implemented.
This Specification is provided for future development work within 3GPP only. The Organizational Partners accept no liability for any use of this Specification.
Specifications and Reports for implementation of the 3GPP TM system should be obtained via the 3GPP Organizational Partners' Publications Offices.





	[bookmark: page2]

	[bookmark: coords3gpp]3GPP
Postal address

3GPP support office address
650 Route des Lucioles - Sophia Antipolis
Valbonne - FRANCE
Tel.: +33 4 92 94 42 00 Fax: +33 4 93 65 47 16
Internet
http://www.3gpp.org


	[bookmark: copyrightNotification]Copyright Notification
No part may be reproduced except as authorized by written permission.
The copyright and the foregoing restriction extend to reproduction in all media.

[bookmark: copyrightDate][bookmark: copyrightaddon]© 20232, 3GPP Organizational Partners (ARIB, ATIS, CCSA, ETSI, TSDSI, TTA, TTC).
All rights reserved.

UMTS™ is a Trade Mark of ETSI registered for the benefit of its members
3GPP™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners
LTE™ is a Trade Mark of ETSI registered for the benefit of its Members and of the 3GPP Organizational Partners
GSM® and the GSM logo are registered and owned by the GSM Association



[bookmark: tableOfContents]
Contents
Foreword	5
Introduction	6
1	Scope	7
2	References	7
3	Definitions of terms, symbols and abbreviations	7
3.1	Terms	7
3.2	Symbols	8
3.3	Abbreviations	8
4	Analysis of AI/ML support in 3GPP	8
5	Key issues	8
5.1	Key issue #1: Support of Architecture Enhancement and Functions for Application Layer AI/ML Services	8
5.2 	Key issue #2: AI/ML-enhanced ADAES	9
5.3	Key issue #3: Support for federated learning	9
5.x	Key issue #x: <Title>	10
6	Application enablement architecture requirements	10
6.1	General requirements	10
6.2	<application enabler layer capability x> requirements	10
7	Application architecture for enabling AI/ML services	10
7.1	General	10
7.2	Application enablement architecture	10
7.3	Functional Elements	10
7.4	Reference Points	10
8	Solutions	10
8.0	Mapping of solutions to key issues	10
8.1	Solution #1: ADAE Functional Architecture Enhancement to Support Application Layer AI/ML Services	11
8.1.1	General	11
8.1.2	Functional Architecture	11
8.1.2.1	General	11
8.1.2.2	On-Network Functional Architecture	11
8.1.3	Functional Entities Description	12
8.1.3.1	General	12
8.1.3.2	ADAE client	12
8.1.3.3	ADAE server	12
8.1.4	Reference Points Description	12
8.1.4.1	General	12
8.1.4.2	ADAE-UU	12
8.1.4.3	ADAE-S	12
8.1.4.4	ADAE-C	12
8.2	Solution #2: ML client information retrieval	12
8.2.1	General	12
8.2.2	Procedures	13
8.3	Solution #3: Provision of ML clients to support AI/ML at the application layer	13
8.3.1	General	13
8.3.2	Procedures	14
8.x	Solution #x: <title>	14
8.x.1	Solution description	14
8.x.2	Architecture Impacts	14
8.x.3	Corresponding APIs	14
8.x.4	Solution evaluation	14
9	Deployment scenarios	15
9.1	General	15
9.x	Deployment model #x: <Title>	15
10	Business Relationships	15
11	Overall evaluation	15
12	Conclusions	15
12.1	General conclusions	15
12.2	Conclusions of key issue #x	15
Annex A (informative): Change history	16
Foreword	4
Introduction	5
1	Scope	6
2	References	6
3	Definitions of terms, symbols and abbreviations	6
3.1	Terms	6
3.2	Symbols	6
3.3	Abbreviations	6
4	Analysis of AI/ML support in 3GPP	6
5	Key issues	7
5.x	Key issue #x: <Title>	7
6	Application enablement architecture requirements	7
6.1	General requirements	7
6.2	<application enabler layer capability x> requirements	7
7	Application architecture for enabling AI/ML services	7
7.1	General	7
7.2	Application enablement architecture	7
7.3	Functional Elements	7
7.4	Reference Points	7
8	Solutions	8
8.0	Mapping of solutions to key issues	8
8.x	Solution #x: <title>	8
8.x.1	Solution description	8
8.x.2	Architecture Impacts	8
8.x.3	Corresponding APIs	8
8.x.4	Solution evaluation	8
9	Deployment scenarios	8
9.1	General	8
9.x	Deployment model #x: <Title>	8
10	Business Relationships	8
11	Overall evaluation	9
12	Conclusions	9
12.1	General conclusions	9
12.2	Conclusions of key issue #x	9
Annex A (informative): Change history	10

[bookmark: foreword][bookmark: _Toc148432716][bookmark: _Toc148438397]
Foreword
[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall		indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should		indicates a recommendation to do something
should not	indicates a recommendation not to do something
may		indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can		indicates that something is possible
cannot		indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will		indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not		indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: _Toc148432717][bookmark: _Toc148438398]Introduction
Data analytics is a useful tool for the operator to help optimizing the service offering by predicting events related to the network or slice or UE conditions. 3GPP introduced data analytics function (NWDAF) [2] to support network data analytics services in 5G Core network, management data analytics service (MDAS) [3] to provide data analytics at the OAM, and application data analytics service (ADAES) [4]. 
In this direction, the support for AI/ML services in 3GPP system has been studied for providing AI/ML enabled analytics in NWDAF, as well as for assisting the ASP/3rd party AI/ML application service provider for the AI/ML model distribution, transfer, training for various applications (e.g., video/speech recognition, robot control, automotive).
Considering vertical-specific applications and edge applications as the major consumers of 3GPP-provided data analytics services, the application enablement layer can play role on the exposure of AI/ML services from different 3GPP domains to the vertical/ASP in a unified manner; and on defining, at an overarching layer, value-add support services for assisting AI/ML services provided by either the VAL layer or the application enablement layer (for enhancing the SEAL ADAES services).
This technical report identifies the key issues and corresponding application architecture and related solutions with recommendations for the normative work.
[bookmark: scope][bookmark: _Toc148432718][bookmark: _Toc148438399]
1	Scope
The present document is a technical report which identifies the application enabling layer architecture, capabilities, and services to support AI/ML services at the application layer. 
The aspects of the study include the investigation of application enablement impacts, the application enablement layer architecture enhancements and solutions needed to provide assistance in AI/ML operations (model distribution, transfer and training) at the VAL layer as well as at the application enablement layer (e.g., SEAL ADAES, EDGEAPP).
The study takes into consideration the work done for AI/ML in 3GPP TS 23.288 [2] and Rel-18 AIMLsys (3GPP TS 23.501[5] and 3GPP TS 23.502[6]), 3GPP TS 28.104 [3] and may consider other related work outside 3GPP.
[bookmark: references][bookmark: _Toc148432719][bookmark: _Toc148438400]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services".
[3]	3GPP TS 28.104: "Management and orchestration; Management Data Analytics".
[4]	3GPP TS 23.436: "Functional architecture and information flows for Application Data Analytics Enablement Service".
[5]	3GPP TS 23.501: "System Architecture for the 5G System; Stage 2".
[6]	3GPP TS 23.502: "Procedures for the 5G System (5GS)".
[7]	3GPP TS 23.434: "Service Enabler Architecture Layer for Verticals (SEAL); Functional architecture and information flows".
[8]	3GPP TS 23.401: "General Packet Radio Service (GPRS) enhancements for Evolved Universal Terrestrial Radio Access Network (E-UTRAN) access".

[bookmark: definitions][bookmark: _Toc148432720][bookmark: _Toc148438401]3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc148432721][bookmark: _Toc148438402]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc148432722][bookmark: _Toc148438403]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc148432723][bookmark: _Toc148438404][bookmark: _Hlk83975617]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
ADAES	Application Data Analytics Enablement Server
ASP	Application Service Provider
MDAS		Management Domain Analytics Service
NWDAF	Network Data Analytics Function
OAM	Operation, Administration and Maintenance
SEAL		Service Enabler Architecture Layer


[bookmark: _Toc478400617][bookmark: _Toc533164672][bookmark: _Toc475064955][bookmark: _Toc148432724][bookmark: _Toc148438405]4	Analysis of AI/ML support in 3GPP
Editor's Note: This clause will provide the analytics of relevant stage 1 and stage 2 work on AI/ML support in 3GPP to better capture the potential role of application enabler. 

[bookmark: clause4][bookmark: _Toc148432725][bookmark: _Toc148438406]5	Key issues
[bookmark: _Toc148432726][bookmark: _Toc148438407]5.1	Key issue #1: Support of Architecture Enhancement and Functions for Application Layer AI/ML Services

SA2 Rel-18 AIMLsys (in 3GPP TS 23.501 and TS 23.502) studied 5G System support for AI/ML-based services in application layer with the assumptions, for example:
-	Application AI/ML operation logic is controlled by an Application Function (AF).
-	AF request to the 5G System in the context of 5GS assistance to Application AI/ML operation. 
-	For application layer Federated Learning, there may one application server (e.g., an AF) controlling the application layer DML/FL training process among multiple application clients (e.g., UEs).
SA1 Rel-18 and Rel-19 identified requirements for the support of AI/ML model distribution, transfer, training for various applications, e.g., video/speech recognition, robot control, automotive, in 3GPP TS.22.874, TS 22.876, and TS 22.261. Such use cases and requirements from SA1 have application layer impacts, e.g., require the support of corresponding architecture and functions to provide assistance in application layer AI/ML operations on model distribution, transfer and training.
Therefore, to support the AI/ML services in application layer, the following aspects need to be studied:
-	Whether and how to enhance the architecture and related functions to support application layer AI/ML services.
-	Whether and how the above architecture enhancement and related functions supporting the management/execution of AI/ML lifecycle operations.
Editor’s note: How the architecture enhancement and related functions supporting the FL related operations and services is FFS. 
-	Whether and how the architecture enhancement and related functions leveraging the existing 5GC capabilities and assistance for the application layer AI/ML services.
[bookmark: _Toc148438408]5.2 	Key issue #2: AI/ML-enhanced ADAES
ADAES is a SEAL service that has been specified in TS 23.436 [x] and provides various features that support the derivation and exposure of application layer analytics to consumers in the application and enablement layers. Particularly, the analytics may include statistics and predictions. In order to derive certain types of analytics outputs (such as predictions), ADAES may support the utilization of AI/ML enabled analytics. How can ADAES utilize AI/ML methods to derive analytics or how can ADAES be enhanced with AI/ML capabilities has not been investigated in the Rel-18 study.
Rel-19 SID of ADAES pointed out that one possible new area of study would be the implications when using AI/ML methods for ADAES analytics and enhanced or new enablement capabilities for supporting ML model training and inference. 
This key issue will study:
a.	Whether and how to enable the ADAE layer (including A-DCCF, A-ADRF) to derive analytics or provide analytics services based on AI/ML methods? This includes the study of necessary enhancements to the ADAE layer architecture, if any.
b.	Whether and how the ADAE layer supports ML model training and inference (i.e., internally or externally to ADAE layer) for deriving analytics?
c.	Whether and how ADAES can be enhanced to support and coordinate AI/ML-enabled analytics functions and features?
d.	Whether and how to support the registration and discovery of ADAE layer functional entities supporting ML model training / inference? e. Whether and how the ADAE layer (including A-DCCF, A-ADRF) supports ML model training (e.g., internally, or externally to ADAE layer).
f.	Whether and how new analytics are required to be generated by ADAE layer using AI/ML methods? This includes but is not limited to support for: XR applications, energy optimization, VAL server- to-VAL server performance analytics (e.g., related to latency, bandwidth, response time, etc.)?
[bookmark: _Toc104797317][bookmark: _Toc122563636][bookmark: _Toc104878314][bookmark: _Toc148432727][bookmark: _Toc148438409][bookmark: _Toc95120569]5.3	Key issue #3: Support for federated learning 
Federated Learning (FL) is a machine learning technique that enables multiple FL clients to train a model by exchanging the parameters instead of exchanging/sharing local data set. FL servers perform management of FL operations by maintaining and updating a global ML model, selecting and managing FL clients, performing aggregation strategies, scheduling training in a federated manner, and communicating with FL clients. FL clients provide various aspects of data for FL operations, such as data collection, data preparation, and using data for training and/or inferencing while communicating updates of ML models to FL servers. 
This key issue will study:
1. How to support federated learning at application enablement layers?
1. Identify procedures for supporting FL at the application enablement layer, including FL entity discovery, registration, communication, reporting.
1. Whether and how to support the data collection and preparation for FL in the application enablement layer?
1. Whether and how to support the management of FL groups (e.g., how to create and manage a group of FL members) during FL operations (e.g., training)? 
[bookmark: _Toc148432728][bookmark: _Toc148438410]5.x	Key issue #x: <Title>
Editor's Note:	Provide a suitable title for the key issue. 
Editor's Note:	This subclause will describe the key issue.

[bookmark: _Toc148432729][bookmark: _Toc148438411]6	Application enablement architecture requirements
[bookmark: _Toc148432730][bookmark: _Toc148438412]6.1	General requirements
Editor's Note:	This subclause will describe general architectural requirements.
[bookmark: _Toc148432731][bookmark: _Toc148438413]6.2	<application enabler layer capability x> requirements
Editor's Note:	Provide a suitable title for the requirements.
[bookmark: _Hlk95122399]Editor's Note:	This subclause will describe the architectural requirements for the studied application layer capabilities.
[bookmark: _Toc25612630][bookmark: _Toc25613333][bookmark: _Toc25613597][bookmark: _Toc27647554][bookmark: _Toc148432732][bookmark: _Toc148438414]7	Application architecture for enabling AI/ML services
[bookmark: _Toc14352757][bookmark: _Toc19026784][bookmark: _Toc19034185][bookmark: _Toc19036375][bookmark: _Toc19037373][bookmark: _Toc25612631][bookmark: _Toc25613334][bookmark: _Toc25613598][bookmark: _Toc27647555][bookmark: _Toc148432733][bookmark: _Toc148438415]7.1	General
[bookmark: _Toc14352758][bookmark: _Toc19026785][bookmark: _Toc19034186][bookmark: _Toc19036376][bookmark: _Toc19037374][bookmark: _Toc25612632][bookmark: _Toc25613335][bookmark: _Toc25613599][bookmark: _Toc27647556][bookmark: _Toc148432734][bookmark: _Toc148438416]7.2	Application enablement architecture
Editor's Note:	this subclause will illustrate the high level architecture and possible architecture enhancements for supporting AI/ML services
[bookmark: _Toc148432735][bookmark: _Toc148438417]7.3	Functional Elements
Editor's Note:	The functional elements corresponding to the architecture will be presented in this clause.
[bookmark: _Toc148432736][bookmark: _Toc148438418]7.4	Reference Points
Editor's Note:	The reference points corresponding to the architecture will be presented in this clause.

[bookmark: _Toc148432737][bookmark: _Toc148438419]8	Solutions
[bookmark: _Toc148432738][bookmark: _Toc148438420][bookmark: _Toc464463365][bookmark: _Toc475064959][bookmark: _Toc478400630][bookmark: _Toc7485785][bookmark: _Toc78314759]8.0	Mapping of solutions to key issues
Table 8.1-1: Mapping of solutions to key issues
	
	KI #1
	KI #2
	KI #3
	KI #4

	Sol #1
	
	
	
	

	Sol #2
	
	
	
	


[bookmark: _Toc148432739][bookmark: _Toc148438421]
8.1	Solution #1: ADAE Functional Architecture Enhancement to Support Application Layer AI/ML Services
[bookmark: _Toc133484176][bookmark: _Toc133524373][bookmark: _Toc148432740][bookmark: _Toc148438422]8.1.1	General
The following clauses specify generic functional model of ADAE with ML Model Training and Management Enablement (MTME) function for support application layer AI/ML services.
[bookmark: _Toc133484177][bookmark: _Toc133524374][bookmark: _Toc148432741][bookmark: _Toc148438423]8.1.2	Functional Architecture
[bookmark: _Toc148432742][bookmark: _Toc148438424]8.1.2.1	General
The functional architecture enhancement for the ADAE with ML model training and management enablement function is based on the generic functional model specified in clause 6.2 of 3GPP TS 23.434 [7]. It is organized into functional entities to describe a functional architecture enhancement which addresses the support for ML model training and management enablement function aspects for vertical applications.
[bookmark: _Toc148432743][bookmark: _Toc148438425]8.1.2.2	On-Network Functional Architecture


Figure 8.1.2.2-1: Generic on-network functional model
Editor's Note: Whether MTME function as a logic entity need to be visible in function model is FFS. 
Figure 8.1.2.2-1 illustrates the generic on-network functional model of ADAE with ML Model Training and Management Enablement (MTME) function. In the vertical application layer, the VAL client communicates with the VAL server over VAL-UU reference point. VAL-UU supports both unicast and multicast delivery modes. The ADAE functional entities with MTME function on the UE and the server are grouped into ADAE client(s) and ADAE server(s) respectively. The ADAE with MTME function consists of a common set of services (e.g., ML model provision, ML client registration management, ML client member management, training status estimation, ML model training execution) and reference points. The ADAE offers its services to the vertical application layer (VAL). 
The ADAE client(s) communicates with the ADAE server(s) over the ADAE-UU reference points. The ADAE client(s) provides the service enabler layer support functions to the VAL client(s) over ADAE-C reference points. The VAL server(s) communicate with the ADAE server(s) over the ADAE-S reference points. The ADAE server(s) may communicate with the underlying 3GPP network systems using the respective 3GPP interfaces specified by the 3GPP network system.
Editor's Note:	Whether the MTME can be a new enabler is FFS.
Editor's Note:	The implication of ML management in MTME function is FFS.
[bookmark: _Toc148432744][bookmark: _Toc148438426][bookmark: _Toc146235995]8.1.3	Functional Entities Description
[bookmark: _Toc146235996][bookmark: _Toc148432745][bookmark: _Toc148438427]8.1.3.1	General
The ADAE functional entities with ML model training and management enablement function are described in the following subclauses.
[bookmark: _Toc146235997][bookmark: _Toc148432746][bookmark: _Toc148438428]8.1.3.2	ADAE client
The AI/ML ADAE client functional entity acts as the application client supporting ML model training and may supporting management of ML model training. It interacts with the AI/ML ADAE server.
[bookmark: _Toc146235998][bookmark: _Toc148432747][bookmark: _Toc148438429]8.1.3.3	ADAE server
[bookmark: _Toc146236159]The ADAE server functional entity provides for management and execution of ML model training supported within the vertical application layer. 

[bookmark: _Toc148432748][bookmark: _Toc148438430]8.1.4	Reference Points Description
[bookmark: _Toc146236160][bookmark: _Toc148432749][bookmark: _Toc148438431]8.1.4.1	General
The reference points for the functional model for management and execution of ML model training are described in the following subclauses.
[bookmark: _Toc146236161][bookmark: _Toc148432750][bookmark: _Toc148438432]8.1.4.2	ADAE-UU
The interactions related to ML model training and management functions between the ADAE client and ADAE server are supported by ADAE-UU reference point. This reference point utilizes Uu reference point as described in 3GPP TS 23.401 [8] and 3GPP TS 23.501 [5].
ADAE-UU reference point is used for VAL service signalling for VAL service data management of the VAL service. 
[bookmark: _Toc146236164][bookmark: _Toc148432751][bookmark: _Toc148438433]8.1.4.3	ADAE-S
The interactions related to ML model training and management functions between the VAL server(s) and the ADAE server are supported by ADAE-S reference point.
[bookmark: _Toc148432752][bookmark: _Toc148438434]8.1.4.4	ADAE-C
The interactions related to ML model training and management functions between the VAL client(s) and the ADAE client within a VAL UE are supported by ADAE-C reference point.
[bookmark: _Toc148432753][bookmark: _Toc148438435]8.2	Solution #2: ML client information retrieval	
[bookmark: _Toc148432754][bookmark: _Toc148438436]8.2.1	General
The following clauses specify procedures, information flows and APIs for Key issue X to enable the selection of ML clients.
Assumptions:
1.	The proposed solution is based on the AIML Enabler service producer/consumer architecture. The service producer can be a standalone new entity like an AIML Enabler server or collocated with a SEAL entity like an ADAE server or part of the ADAE server. The AIML Enabler service consumer could be VAL servers, VAL UE, or any other entities that consume the AIML Enabler services.
2.	The proposed solution assumes distributed clients in ML. E.g., Federated Learning.
Editor's Note: This solution may need to be updated for FL case based on KI updates.
[bookmark: _Toc148432755][bookmark: _Toc148438437]8.2.2	Procedures


Figure 8.2.2-1: ML client information retrieval procedure
1.	The AIML Enabler service consumer (e.g., VAL server) sends the ML client information retrieval request to the AIML enabler service producer. The request may contain identities to identify the ML service, some filtering criteria to filter for the selection of UEs like battery level, UE velocity, etc. 
2a-2b.	Upon receiving the request, the AIML enabler service producer may subscribe to the procedure defined in clause 4.15.13 of TS 23.502. It also fetches client information from the AIML enabler client. 
3.	The AIML enabler service producer processes the NEF response and AIML client response and provides the response to consumer. The response may contain the list of client identifiers as per the selection criteria mentioned in the filter. 
Editor's Note 1: How the AIML enabler service producer fetches the client information from the AIML enabler client is FFS. 
Editor's Note 2: The solution is subject to change based on the architecture and is FFS.
Editor's Note 3: The contents of request, response message is subject to change and is FFS.
[bookmark: _Toc148432756][bookmark: _Toc148438438][bookmark: _Toc144371491]8.3	Solution #3: Provision of ML clients to support AI/ML at the application layer 
[bookmark: _Toc148432757][bookmark: _Toc148438439]8.3.1	General
The following clauses specify procedures, information flows and APIs for Key issue X to provision the ML clients for the AIML Enabler services.
Assumptions:
1.	The proposed solution is based on the AIML Enabler service producer/consumer architecture. The service producer can be a standalone new entity like an AIML Enabler server or collocated with SEAL entity like an ADAE server or part of the ADAE server. The AIML Enabler service consumer could be VAL servers, VAL UE, or any other entities that consume the AIML Enabler services.
Editor's Note:	This solution may need to be updated for FL case based on KI updates.
[bookmark: _Toc148432758][bookmark: _Toc148438440]8.3.2	Procedures


Figure 8.3.2-1: ML client config provisioning procedure
1.	The AIML Enabler service consumer (e.g. VAL server or VAL UE) sends a ML client config provisioning request to the AIML Enabler service producer (e.g. ADAE server). The request may contain UE ML client profile e.g., UE compute capability, ML capability, UE QoS.
Editor's Note 1: How ML application QoS requirements and UE client profile will be used is FFS. 
Editor's Note 2: The contents of the request are high-level and can be changed and is FFS.
2.	Upon receiving the request, the AIML enabler service producer performs an authorization check. If authorization is successful, the AIML enabler service producer registers the client and provides the response to the AIML Enabler service consumer with a registration ID.
Editor's Note 3: The solution is subject to change based on the architecture and is FFS.
Editor's Note 4: The contents of the response can be changed and is FFS.

[bookmark: _Toc148432759][bookmark: _Toc148438441]8.x	Solution #x: <title>
[bookmark: _Toc464463366]Editor's Note:	Provide a suitable title for the solution.
[bookmark: _Toc475064960][bookmark: _Toc478400631][bookmark: _Toc7485786][bookmark: _Toc78314760][bookmark: _Toc148432760][bookmark: _Toc148438442]8.x.1	Solution description
Editor's Note:	This clause will describe the solution. Each solution should clearly describe which of the key issues it covers and how.
[bookmark: _Toc148432761][bookmark: _Toc148438443]8.x.2	Architecture Impacts
Editor's note:	This clause provides the architecture impacts of the solution and possible new SA6 capabilities and interfaces.
[bookmark: _Toc148432762][bookmark: _Toc148438444]8.x.3	Corresponding APIs
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc532993748][bookmark: _Toc78314761][bookmark: _Toc148432763][bookmark: _Toc148438445]8.x.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
[bookmark: _Toc82472215][bookmark: _Toc82473760][bookmark: _Toc82473822][bookmark: _Toc148432764][bookmark: _Toc148438446]9	Deployment scenarios
[bookmark: _Toc148432765][bookmark: _Toc148438447][bookmark: _Toc82472216][bookmark: _Toc82473761][bookmark: _Toc82473823]9.1	General
Editor's Note:	This clause will provide a general description of the deployment scenarios.
[bookmark: _Toc148432766][bookmark: _Toc148438448]9.x	Deployment model #x: <Title>
Editor's Note:	Provide a description of the deployment scenarios.
[bookmark: _Toc148432767][bookmark: _Toc148438449]10	Business Relationships
Editor's Note:	Provide a description of the involved business relationships.

[bookmark: _Toc464463369][bookmark: _Toc475064963][bookmark: _Toc478400633][bookmark: _Toc83813088][bookmark: _Toc148432768][bookmark: _Toc148438450]11	Overall evaluation
Editor's Note:	This clause will provide evaluation of different solutions.

[bookmark: _Toc464463370][bookmark: _Toc475064964][bookmark: _Toc478400634][bookmark: _Toc83813089][bookmark: _Toc148432769][bookmark: _Toc148438451]12	Conclusions
[bookmark: _Toc532994046][bookmark: _Toc78314764][bookmark: _Toc148432770][bookmark: _Toc148438452]12.1	General conclusions
[bookmark: _Toc532994047]Editor's note:	This clause will provide general conclusions for the study.
[bookmark: _Toc78314765][bookmark: _Toc148432771][bookmark: _Toc148438453]12.2	Conclusions of key issue #x
[bookmark: tsgNames]Editor's Note:	This clause will provide conclusions for the specific key issue.
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