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1. Introduction
Removal of EN in KI#1
2. Reason for Change
The EN is addressed in multiple solutions like solution#11, #12, #17. Hence, EN can be removed.
3. Conclusions

<Conclusion part (optional)>
4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.700-82 V0.4.0.
* * * First Change * * * *

5.1
Key issue #1: Support of Architecture Enhancement and Functions for Application Layer AI/ML Services

SA2 Rel-18 AIMLsys (in 3GPP TS 23.501 [5] and 3GPP TS 23.502 [6]) studied 5G System support for AI/ML-based services in application layer with the assumptions, for example:

-
Application AI/ML operation logic is controlled by an Application Function (AF).

-
AF request to the 5G System in the context of 5GS assistance to Application AI/ML operation. 
-
For application layer Federated Learning, there may one application server (e.g., an AF) controlling the application layer DML/FL training process among multiple application clients (e.g., UEs).
3GPP SA1 Rel-18 and Rel-19 identified requirements for the support of AI/ML model distribution, transfer, training for various applications, e.g., video/speech recognition, robot control, automotive, in 3GPP TS 22.874 [12], and 3GPP TS 22.261 [10]. Such use cases and requirements from 3GPP SA1 have application layer impacts, e.g., require the support of corresponding architecture and functions to provide assistance in application layer AI/ML operations on model distribution, transfer and training.

In particular, to support the AI/ML services in application layer in the edge computing scenarios, more requirements may be introduced, e.g., the computing capability in the edge data network may be limited, the AI/ML model cannot be trained in the edge data network while the trained model should be deployed at the edge to perform inference tasks. 
In this situation, some interaction and cooperation between edge network and core network may be needed to support the AI/ML model distribution and transfer, e.g., trained model may need to be pushed to the edge data network to ensure real-time usage of model; at the same time, edge datasets may also be shared to the core network to assist in continuous optimization of the training model.
Consider a scenario where the VAL server uses AIML enabler exposure functionality or 5GS FL member selection functionality to select the potential candidates for its AIML service. The VAL server can select the UEs to start the AIML service like FL. The VAL server can have two options:

-
The VAL server can start its AIML service directly with its chosen AIML members like UEs and bypass the AIML Enabler layer like OTT approach. In this method, the AIML enabler layer will not know about the status of AIML service like AIML service is started or stopped, etc. Since AIML enabler layer has no idea about the AIML service status, it cannot provide any assistance for the involved AIML members during the process. Also, the AIML service is dependent on the network and subject to varying network conditions, this may impact the performance of the overall AIML service.

-
The VAL server can start its AIML service directly with its chosen AIML members and could use the AIML Enabler layer to seek assistance for the AIML service. In order to seek assistance, the VAL server needs to inform the AIML enabler layer about its AIML service status or and use the AIML enabler server to manage the AIML service. 

Currently, the AIML enabler layer has no capability to manage the service operation and neither any exposure capability for the same. 
The AIML services like FL could involve large number of clients and this increases the complexity for the VAL server to manage the connection with each client. The enabler layer can help VAL server to reduce the complexity in managing the service. For example, the enabler layer can assist to attempt the retries to assist the service establishment or re-establish the service for clients in case of timeouts/disconnection due to outage (e.g., RLF).
Therefore, to support the AI/ML services in application layer, the following aspects need to be studied:

1. Whether and how to enhance the architecture and related functions to support application layer AI/ML services.

2. Whether and how the above architecture enhancement and related functions supporting the management/execution of AI/ML lifecycle operations.


3. Whether and how the architecture enhancement and related functions leveraging the existing 5GC capabilities and assistance for the application layer AI/ML services.

4. Whether and how to enhance the architecture and the above related functions to support application layer AI/ML services in edge computing scenarios. 
5. Whether and how to provide the exposure and related functionality to assist the AIML VAL applications for its AIML service operations like service lifecycle management (e.g., assist service creation, service status, service operation) 

NOTE: Nomenclature alignment in the solution phase can result in re-mapping of “AIML service operation” to other terms.
* * * End of Changes * * * *

