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1	Decision/action requested
The group is asked to discuss and agree on the proposal.
2	References
[1] 	3GPP TR 28.908-018 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
[2] 				3GPP TR 28.9xx-00 “Study on Artificial Intelligence/Machine Learning (AI/ ML) Lifecycle Management (LCM) Phase 2”. 
3	Rationale
This pCR is to add a use case and corresponding requirements for AI/ML inference timeliness.
[bookmark: _Toc66877265]4	Detailed proposal
	Start of modification


[bookmark: _Toc145334666][bookmark: _Toc145421110][bookmark: _Toc145421876]5.2	Management Capabilities for AI/ML inference 
[bookmark: _Toc145334685][bookmark: _Toc145421129][bookmark: _Toc145421895][bookmark: _Toc145334701][bookmark: _Toc145421145][bookmark: _Toc145421911]5.2.Y	AI/ML inference Timeliness
[bookmark: _Toc145334710][bookmark: _Toc145421154][bookmark: _Toc145421920][bookmark: _Toc145334711][bookmark: _Toc145421155][bookmark: _Toc145421921]5.2.Y.1	Description
[bookmark: _Hlk166250440]AI/ML inference latency is the measured latency from the time an inference is triggered until the time it is delivered. In order to meet the anticipated AI/ML inference latency needs for use cases with strict latency requirements, it is important to enable the consumer with the ability to provide latency expectations. 
5.2.Y.2	Use cases
5.2.Y.2.1	AI/ML inference timeliness
AI/ML inference latency is an important factor to consider in use cases that require real-time responses. AI/ML inference latency is an important factor to consider in use cases that require real-time responses. Therefore, while training a ML model, it is important to optimize not just for ML model performance (e.g., accuracy), but also for AI/ML inference latency. Techniques like ML model quantization and pruning can be used to reduce the AI/ML inference latency without significantly affecting the ML model performance. However, there is often a trade-off between ML model performance and AI/ML inference latency, and the optimal balance can depend on the use case and its requirements. Furthermore, AI/ML inference latency also depends on the hardware platform executing inference. Therefore, it is necessary to monitor the achieved AI/ML inference latency once the ML model is loaded and activated in the AI/ML inference function in order to meet the requirements coming from an authorized MnS consumer. If AI/ML inference latency requirements cannot be met, then the AI/ML MnS inference producer should be able to provide the reasoning to the authorized MnS consumer.
[bookmark: _Toc145334639][bookmark: _Toc145421083][bookmark: _Toc145421849]5.2.Y.3	Potential requirements
REQ-AI/ML_INF-TIME-1: The 3GPP management system should have a capability allowing an authorized MnS consumer to configure latency thresholds for generating AI/ML inferences.
REQ-AI/ML_INF-TIME-2: The 3GPP mangement system should have a capability to report to an authorized consumer the achieved latency for generating AI/ML inferences and the cause/recommendation if the AI/ML inference latency threshold was not met.
[bookmark: _Toc107830529]5.2.Y.4	Possible solutions
· Introduce a new attribute related to ML model latency requirements in addition to the ML model performance requirements in the MLTrainingRequest IOC.
· Enable the consumer of the AIMLInferenceFunction to indicate the latency requirements for generating AI/ML inferences.  
· Introduce a new attribute inferenceTriggeredTime in the inferenceOutput datatype which indicates the time at which the inference output was triggered.
· Introduce a troubleshooting report analysing the introduced attributes and PM data and providing information on: 
· cause for AI/ML inference latency issue
· recommendation about selecting a new low-latency ML model or hardware platform, retraining of current ML model
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