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# 1 Introduction

The FS\_Beyond2D permanent document and TR 26.956 [1] are gathering a possible set of 3D visual formats thought to be relevant to the *Beyond 2D video* 3GPP study. This includes point cloud representations in clause 4.3.3. During the recent sub-working group calls, contributions were provided on source material based on this format [2]. This discussion reviews the available information on this format and proposes a way forward to progress on this topic.

# 2 Background

Point cloud representations have been used since a long time, with detailed documentation available from 1998 [3]. The format gained favour due to its straightforward relation with capturing and rendering systems. However, already since that time, is was realized that this format requires a significant amount of data to be stored and transmitted for accurate representation. The evidence of this need can already be seen from the work that ensued in the following years (e.g. from 2001 [4]) to improve on performance. This work continues to date with approaches like neural radiance fields (NeRFs) [5] (already documented in the *Beyond 2D Video* 3GPP Technical Report (TR 26.956) [1]), Point-NeRF [6], 3D Gaussian splatting [7], [8] etc. Interested readers can refer to the literature. A main focus of these methods has been to reduce the amount of data needed to be captured (and potentially also stored) before it is actually rendered (and is possibly eventually compressed), for further optimization of quality, storage, and transmission.

The TR, at this point in time, also touches upon these needs, albeit a bit inconsistently. For example, the number of points needed for the point cloud representation format has been added as a necessary parameter for documentation of the available content. While in the introductory clause, a number of more than 500,000 points has been suggested, some included estimates appear to suggest that point clouds with ~10 mega points are needed for accurate human representation when viewed at a distance of 1.5 m. These numbers were provided without any significant documentation of the references. It is also evident that the number of points needed for accurate representation of an object really depend on aspects such as: the application, the type of the content, the rendering technique, and (more specifically in relationship to SA4) the device capabilities in terms of memory, processing resources, and device power consumption. Hence it would be hard to specify a single number for all types of content.

Finally, although some benefits of the technology have been documented, the work on its possible limitations needs to still be conducted. We feel that since the work on addressing some of the known limitations has continued over the past 25 years, such aspects need to be further elaborated. In addition, the essential aspects of the impact of this technology on mobile devices of various resource capabilities, such as in terms of display, processing requirements (e.g. GPU/CPU use, memory throughput), battery/power consumption, etc. would need to be better assessed. Clause 4.3.3.3 on Rendering and Display Systems adds some renderer-based optimizations, which may be a good starting point to document any relevant optimizations.

# 3 Proposal

Given that the work on alleviating limitations of point clouds has been pursued over a very long time and it is still in process, it is proposed that the beyond 2D study should (in some order of priority):

1. Pursue documentation of metrics that would determine an appropriate number of points for a given content type, depending upon the application.
2. Document further relevant optimization techniques and any alternate formats.
3. Evaluate the visual performance of such content on mobile devices. For example, a different set of objective or subjective metrics may be considered more suitable for mobile devices.
4. Preliminary evaluation of the resource consumption on mobile platforms for decompression and rendering of such content.

It should be noted that items 3 and 4 above apply in general to other such visual formats as well.
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