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7	Considered Scenarios
7.1	Introduction
Editor’s note: 	This clause collects end-to-end scenarios and corresponding workflows for beyond 2D video, based on the template defined in Annex A. Alignment with the generalized media delivery architecture defined in TS 26.501/506 is expected, primarily addressing reference points M2 and M4. 
7.x	Scenario x: UE-to-UE Stereoscopic Video Live Streaming
7.x.1	Motivation
Live Streaming services can be deployed across various platforms, including social media platforms like YouTube Live™, Facebook  Live™, and TikTokTM, as well as though e-commerce platforms such as eBayTM and TaobaoTM [LS-1]. It significantly impact marketing by providing a dynamic and interactive channel to directly connect  markets and their target audiences in real time. To continue captivating users, it’s essential to explore a more immersive live streaming experience by incorporating beyond 2D video. 
Most of the current Beyond 2D streaming services provided by network operators, services providers, and device manufacturers on the market are based on the stereoscopic video format, as defined in clause 4.3.2. 
In terms of distribution, existing stereoscopic 3D video formats, such as frame-compatible side-by-side and 2D video plus depth. Particular emphasis is given to the DVB systems [LS-3] and IP transport, focusing HTTP/TCP streaming, adaptive HTTP streaming, RTP/UDP streaming, P2P Networks, and Information-Centric Networking-ICN. Hybrid transport technologies, combining broadcast and broadband networks for video delivery are also addressed. The most important standards are MPEG-2 systems, which is used for digital broadcast and storage on Blu-ray discs, real-time transport protocol (RTP), which is used for real-time transmissions over the Internet, and the ISO base media file format, which can be used for progressive download in video-on-demand applications [LS-4].In cause 6.2 of TR 26.905 [LS-5], it provides a DASH-based streaming solution for streaming Stereoscopic 3D video.
7.x.2	Description of the Anticipated Application

7.x.2.1	Overall Description
3GPP until now has very restricted set of services but based on the considerations in clause 7.x.1, the following encoding benchmark capabilities are considered for decoding:
-	The capability of supporting up to two (N=2) concurrent decoder instances with the aggregate capabilities of H.265 (HEVC) YUV 4:2:0, 10 bit, Max Resolution 4096 x 2048..
The considered scenarios is low-latency streaming. Important aspects that are expected to be considered when evaluating a codec in the context of this UE-to-UE Stereoscopic Video Live Streaming scenario are:
-	Quality and Coding Efficiency:
-	High and uninterrupted visual quality, taking into account the services constraints.
-	The ability to compress 2 or more B2D streams in real-time to minimize latency requirements.
-	Any savings can provide significant benefits due to the expected large volume of the traffic either in quality or network utilization.  
- 	Considered settings for encoding:
-	Low-latency settings
-	Encoding in this scenario is typically done as:
-	Live and On-Demand distribution and encoding
- 	Sever and Cloud-based Encoding



7.x.2.2	Capturing and processing
The existing and emerging capture methods include:
-	Stereoscopic camera: a dual-lens camera which can directly capture stereo 3D video. For example, the SpatialLabs Eyes™, a stereoscopic camera cable of capturing at up to 8-MP (aka 4K) per eye at 30 fps or 2K per eye at 60 fps (https://www.tomshardware.com/cameras/3d-call-me-maybe-acers-new-spatiallabs-camera-live-streams-impressive-3d-video-in-8k-but-few-can-view-it). Another example is the ZTE Nubia Pad 3D II™, which can capture stereo 3D video at up to 13-MP per eye at 30 fps with the rear camera and 8-MP per eye at 30 fps with the selfie camera.
-	3D Camera Rig: The cameras setup is shown in the figure below, which consists of two identical HD camcorders (Canon HG-20™) and an adjustable stereo mount. The mount ensures that optical axes of the cameras are parallel and supports the continuous adjustment of the camera distance in the range 7-50 cm. To ensure matching of the focal length the wide angle end of the zoom lens with a focal length of 43 mm has been used. In order to match the cameras with each other the focal length, white balance and shutter speed have been set manually. The synchronized operation of the two camcorder is ensured through the use of a single remote control. The camcorders support the capture of images with a resolution of 1920×1080 pixels and store them as high quality JPEG files.
Figure 7.x.1-1 Camera Rig for stereoscopic video capture
[image: ]
-	AI Based 2D-to-Stereo3D Conversion: The AI-based conversion leverages deep neural networks to perform real-time, end-to-end conversion of 2D videos and images into stereoscopic 3D format [LS-2]. This technology is proving commercially viable and meets the growing demand for high-quality stereoscopic images, as demonstrated by commercial services.


For UE capable of directly capturing beyond 2D video on the device (e.g., UE with a stereoscopic camera,  UE equipped with ToF, LiDAR or Spatial camera), it pre-processes the captured video frames into a well-defined B2D format and sends them to the encoder as input. The encoded B2D video streams are then streamed to the streaming server within the network, where the server may transcode them into different bitrates and distribute them to various audiences. The receiving end decodes B2D video streams and perform post-processing to adapt to the rendering system.
For UE limited to capturing only 2D video (e.g., UE with a monocular camera), the UE initially encodes the regular 2D video and streams it to a cloud server capable of real-time 2D-to-beyond 2D transcoding (a generic pipeline for this transcoding process is described in Figure 7.x.1-2). The cloud server then encodes the transcoded B2D video and streams it to the streaming server.
Figure 7.x.1-2 Pipeline for 2D-to-Stereo3D Conversion
[image: ]

7.x.2.3	Encoding
The following solutions can be used to realize this scenario:
-	Concurrent H.265/HEVC
-	MV-HEVC
7.x.2.4	Packing and Delivery
The content can be delivered using regular ISO BMFF based distribution, including streaming with DASH/HLS/CMAF. 
7.x.2.5	Decoding
The following solutions can be used to realize this scenario:
-	Concurrent H.265/HEVC decoding capabilities
-	MV-HEVC
7.x.2.6	Rendering
Rendering can be on:
-	Backward-compatible to 2D presentation, e.g., a mobile phone, but the stereoscopic effect is lost in this case.
-	A device for 3D presentation, e.g., autostereoscopic displays, VR headset, and AR glasses, these devices can track the viewer's eye position and adjusts the 3D effect in real-time for single viewer applications (parallax adjustment) and rendering.
7.x.3	Sourcer Format Properties
Table 7.x.3-1 provides an overview of the different source signal properties for UE-to-UE Stereoscopic Video Live Streaming. This information is used to select proper test sequences.
Table 7.x.3-1 UE-to-UE Stereoscopic Video Live Streaming Source Properties
	Source format properties
	B2D Live Streaming

	Number of views
	2

	Spatial resolution for each view
	For each view:
1920 x 1080
2560 x 1600

	Chroma format
	Y’CbCr, RGB

	Chroma subsampling
	4:2:0

	Picture aspect ratio
	32:9 
16:9 
16:10

	Frame rates
	25, 30, 60, 90,120 Hz 

	Bit depth
	8, 10



7.x.4	Encoding and Decoding Constraints
Table 7.x.4-1 provides an overview of encoding and decoding constraints for UE-to-UE Stereoscopic Video Live Streaming scenario using H.265/HEVC. This information supports the definition of detailed anchor conditions.
Table 7.x.4-1 Encoding and Decoding Configurations
	Encoding and Decoding Constraints
	H.265/HEVC

	Relevant Codec and Codec Profile/Levels
	H.265/HEVC Main 10 Profile  
Level 4.1, 5.1

	Random access frequency
	1 seconds

	Bit rates and quality configuration
	Fixed QP: [17, 22, 27, 32, 37] 
CBR
Half Width/Height: 5-8Mbps
Full Width/Height: 8-16Mbps
Capped-VBR

	Bit rate parameters (CBR, VBR, CAE, HRD parameters)
	Covering a range of relevant bitrates and qualities

	Latency requirements and specific encoding settings
	Low latency requirements

	Encoding complexity context 
	Real-time encoding, Cloud-based encoding

	Required decoding capabilities
	H.265/HEVC Main 10 Profile  
Level 4.1, 5.1



7.x.5	Performance Metrics
[PSNR, SSIM, SIM, BD-Rate, signal-to-noise ratio (SNR)]
<Editor’s Note: Clause 4.2 of the permanent document of TR 26.956 (S4-241868) provides verified Objective Metrics (e.g., HV3D Quality Metrics) and Subjective Assessment methods for stereoscopic video. This content is expected to be discussed and approved by the SA4 group before being added to the TR.>
7.x.6	Interoperability Consideration
For UE-to-UE Stereoscopic Live Streaming, DASH-based solutions are expected.
7.x.7	Reference Sequences
Table 7.x.7-1 provides the selected reference sequences for this scenario. Keys are identified to refer to the sequences in the context of the scenario. The sequences are named and a reference to the details of the sequence is provided. A justification is provided, why this sequence is selected.
<Editor’s Note: Clause 2.5.9 of the permanent document of TR 26.956 (S4-241868) lists public datasets, generation software, and capturing tools for creating source sequences for UE-to-UE Stereoscopic live streaming. This content is expected to be reviewed and approved by the SA4 group before being added to the TR.>
Table 7.x.7-1 Reference Sequences for UE-to-UE Stereoscopic Live Streaming
	Key
	Name
	Reference
	Justification/Comment

	SX-R01
	
	
	

	SX-R02
	
	
	

	SX-R03
	
	
	

	SX-R04
	
	
	



7.x.8	Anchor Definition
<Editor’s Note: This part of content will be addressed in a separate contribution.>

7.x.9	Anchor Result
<Editor’s Note: This part of content will be addressed in a separate contribution>
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