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Additional information
This section contains results from a subjective audio test performed by the source to show the benefit of dynamic prerendering pose offsets as described in this pCR for split rendering. The test results are presented for the SBA-HOA3 input format.
Motivation
Split rendering pose correction at the lightweight device requires rendering of the reference head pose at the capable device at several offsets on each rotation axis, dependant on configured DoF. 
Currently, these pose offsets are fixed to static values and the pose correction is able to perform an extrapolation of up to 15 degrees when the pose difference is out of bounds.
The presented listening test compares the baseline with fixed prerendering offsets to the change which enables dynamic modification of this offset value. Adaptation of the offset value could be triggered by the lightweight device when e.g. experiencing frequent out-of-bound poses or when the availabe pose correction covers a too wide range and could be optimized. Alternatively, a sender device could adapt the pose offsets based on the M2S latency: a high M2S latency in the range above e.g. 300ms would easily exceed the capabilities of the current fixed setting for faster movements while very low M2S latencies would allow adaptation to offsets that can be well interpolated during when the pose correction is applied.
Test Material and Setup
Internal ambisonics test vectors were used for this evaluation. Ref A/B test methodology was used with the baseline and condition under test compared to a reference rendering.
Test conditions
For the reference condition, the 3rd order Ambisonics input was rendered to binaural using the processing scripts used for the ISAR Selection tests.
For the conditions under test, the input was first encoded with IVAS at 512 kbps then transcoded to ISAR at 1 DoF pose correction enabled (default axis; yaw) at a bitrate of 512 kbps (default codec; LCLD) with differing static trajectories on the yaw axis (see table below). Finally, ISAR post rendering was performed to a constant forward facing trajectory with pose correction, effectively making the pre-rendering pose the difference to be pose corrected.
The conditions under test included the baseline system with fixed offsets (“bsl”), and the dynamic pose offsets (“cut”).
For the baseline, the fixed offset values of ±15 degrees in yaw were used, whereas the condition under test modified the prerendering offsets to ±30 degrees in yaw, simulating a dynamic one time adaptation of these values. In a real system this would be set via backlink from the lightweight device.

	Item Name
	Pre-rendering trajectory yaw rotation in degrees
(effective difference to be pose corrected)

	Item 1
	-15

	Item 2
	-45

	Item 3
	+30

	Item 4
	+65

	Item 5
	-45

	Item 6
	-15

	Item 7
	+30

	Item 8
	+65



Results
[image: Ein Bild, das Text, Reihe, Screenshot, Diagramm enthält.

Automatisch generierte Beschreibung]
Comparing the pre-rendering trajectories used above with the results of the listening test, we can observe that allowing a dynamically changing prerendering offset can have significant quality benefits, especially when the required offset to be pose corrected lies outside of the maximum extrapolation range supported by the baseline (items 2, 4, 5 and 8). 
Simultaneously this does not have a negative impact when the offset is within the supported range of the baseline (items 1 and 6). 
The results suggest no disadvantages to enabling dynamic pose offsets within a reasonable range based on receiver feedback such as experienced pose offsets or M2S delay.

* * * First Change * * * *

[bookmark: _Toc162519150]7.6.2	Split pre-rendering
[bookmark: _Toc162519151]7.6.2.1	Overview
As shown in Figure 7.6-1, the pre-renderer takes IVAS bitstream b1 as input and runs IVAS decoder to generate the immersive audio . The pre-renderer also obtains a reference head Pose , associated with the user of the light-weight device or post-renderer, via a backchannel from post-renderer to pre-renderer. The post-renderer may encode the reference head pose into a pose bitstream , in which case  shall be obtained by decoding . Alternatively, the reference pose can also be a static value (the default is forward-looking pose, with rotations along yaw, pitch and roll axis set to 0 degrees). Once the reference head pose is obtained, a reference binaural signal is generated with the reference head pose  and the default binaural renderer for a given format. Next if pose correction is enabled, one or more binaural pre-renditions are computed with the same default binaural renderer, corresponding to one or more probing head poses  , where  > 1 and  is computed by adding fixed offsets to the reference pose  such that each probing pose differs from the reference pose along one rotation axis only, as described in Table 7.6-1. These values may also be set dynamically via backlink from the lightweight device. If pose correction is not enabled, then the additional pre-renditions are not generated.
If the rendering happens in time domain, then all binaural signals are converted to CLDFB domain and the CLDFB domain binaural signals are fed to the metadata computation block, which computes metadata  such that all binaural pre-renditions can be reconstructed using the reference binaural signal and metadata .
The reference binaural signal is either coded with the Low Complexity Low Delay (LCLD) codec or the Low Complexity Communication Codec plus (LC3plus) depending on the default transport codec settings, as described in Table 7.6-2. Alternatively, the codec can be set explicitly via the split rendering interface and either LCLD, LC3plus or PCM can be used with any IVAS immersive input format. The reconstruction metadata M is quantized and coded by the metadata encoder block using the symmetries in probing poses and metadata. The encoded reference binaural signal and encoded metadata are multiplexed to generate the split rendering bitstream  that is transmitted to the post-renderer. 
The reference head pose  is coded in the bitstream  as part of metadata , whereas the offsets to compute probing poses from the reference pose are static and known a priori to both pre-renderer and post-renderer.

	DOF
	Default Axes
	Total number of probing poses
	Offsets from reference pose {yaw_offset, pitch_offset, roll_offset} in degrees

	0 DOF
	N/A
	0
	N/A

	1 DOF
	Yaw
	2
	{15, 0, 0}, {-15, 0, 0}

	2 DOF
	Yaw, Pitch
	4
	{15, 0, 0}, {-15, 0, 0}, {0, 15, 0}, {0, -15, 0}

	3 DOF, HQMODE OFF
	Yaw, Pitch, Roll
	4
	{15, 0, 0}, {-15, 0, 0}, {0, 10, 0}, {0, 0, 10}

	3 DOF, HQMODE ON
	Yaw, Pitch, Roll
	6
	{15, 0, 0}, {-15, 0, 0}, {0, 15, 0}, {0, -15, 0}, {0, 0, 15}, {0, 0, -15}


Table 7.6‑1: Probing poses configuration

	IVAS Renderer domain (CLDFB domain OR Time (TD) domain)
	Default split rendering transport codec

	CLDFB
	LCLD

	TD
	LC3plus

	CLDFB + TD (for combined formats like OSBA and OMASA)
	LCLD


Table 7.6‑2: Default split rendering transport codec configuration

* * * Next Change * * * *

[bookmark: _Toc162519220]7.6.7	Bit allocation for Split rendering 
Detailed bit allocation principles at different bitrates of the Split rendering operation are provided in Table 7.6‑21, Table 7.6-22, Table 7.6-23,Table 7.6‑24 and Table 7.6‑25.
[bookmark: _Ref155963105]Table 7.6‑21: Bit allocation for split rendering with 1, 2 and 3 DOF pose correction with LCLD or LC3plus codecs
	Description
	384 kbps
	512 kbps
	768 kbps

	Total number of bits per 20ms frame
	7680
	10240
	15360

	DOF (degree of freedom)
	2
	2
	2

	HQ mode
	1
	1
	1

	Rotation axes
	3
	3
	3

	Reference Pose P’ (yaw, pitch and roll angle)
	27
	27
	27

	Offset Poses Pn
(yaw, pitch, or roll angle)
	variable
(9 per angle)
	variable
(9 per angle)
	variable
(9 per angle)

	Coding strategy
	1
	1
	1

	Quantization strategy
	2
	2
	2

	Metadata bits
	variable
	variable
	variable

	LCLD or LC3plus bits
	variable
	variable
	variable


Table 7.6‑22: Bit allocation for split rendering with 0 DOF (no pose correction) with 5ms split rendering frame size 
	Description
	256 kbps
	384 kbps
	512 kbps

	Total number of bits  per 5ms frame
	1280
	1920
	2560

	LCLD or LC3plus bits
	1280
	1920
	2560


Table 7.6‑23: Bit allocation for split rendering with 0 DOF (no pose correction) with 10ms split rendering frame size
	Description
	256 kbps
	384 kbps
	512 kbps

	Total number of bits per 10ms frame
	2560
	3840
	5120

	LCLD or LC3plus bits
	2560
	3840
	5120


Table 7.6‑24: Bit allocation for split rendering with 0 DOF (no pose correction) with 20ms split rendering frame size
	Description
	256 kbps
	384 kbps
	512 kbps

	Total number of bits per 20ms frame
	5120
	7680
	10240

	LCLD or LC3plus bits
	5120
	7680
	10240



Table 7.6‑25: Bit allocation for split rendering with 1, 2 and 3 DOF pose correction with PCM binaural output
	Description
	Bitrate >= 50 kbps

	Total number of bits per 20ms frame
	>= 1000

	DOF (degree of freedom)
	2

	HQ mode
	1

	Rotation axes
	3

	Reference Pose P’ (yaw, pitch and roll angle)
	27

	Offset Poses Pn
(yaw, pitch, or roll angle)
	variable
(9 per angle)

	Coding strategy
	1

	Quantization strategy
	2

	Metadata bits
	Remaining bits




* * * End of Changes * * * *
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