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Introduction
This contribution continues the discussion on the proposed methodology for the IVAS room acoustic testing for IVAS characterization. In previous contributions the matters regarding objective and subjective testing paradigms were discussed and agreed as a basis for further work [1]. Next to that, it has been proposed to add a socket interface to IVAS decoder/renderer to allow the usage of listening test tools based on the state-of-the-art VR tools [2].
In the discussion following the presentation of these contributions, several questions were raised regarding room acoustics models to be used, generation of reference binaural room impulse responses, and practical aspects of VR tools considered for the room acoustics characterization testing. This contribution addresses these discussion points and provides updates on the progress made by the proponent parties.

Generation of reference binaural room impulse responses (BRIRs)
To test room acoustics synthesis quality, it has been proposed to use rendering with high-quality binaural room impulses responses (BRIRs) as a reference condition. Such BRIRs capture the properties of head-related aspects as well as room acoustics. To match with the room acoustics test condition, the BRIR should match the head-related aspects of the HRIR, and the room acoustics aspects of those used for reverb synthesis. In practice, such BRIR set can be synthesized by combining room impulse response recordings with the available, densely sampled spatially default HRIR dataset. All the above has been illustrated in Figure 1 [1]. The distribution of available HRIR positions (angles) is illustrated in Figure 2.
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[bookmark: _Ref166423635]Figure 1. Processing setup supporting actual room impulse responses.
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Figure 2. 3D visualisation of available HRIR angles on unit sphere.
To construct a set of realistically sounding high-resolution BRIRs, high-resolution impulse response recordings need to be used. Qualcomm has captured a set of several room impulse responses (RIRs) using a 32-channels Eigenmike microphone in several rooms of diverse types, including an auditorium, a lounge space, a listening lab, and a home-like environment conforming to ETSI standards [4]. In each room the room impulse response has been captured for two loudspeaker positions.
For the purpose of generating BRIRs, the RIRs (or in this case, SRIRs) for a given physical loudspeaker in a room captured by the Eigenmike are first converted to Ambisonics B-format. We denote this as a matrix operation, converting the  recording channels into  Ambisonics channels (e.g.,  for first order Ambisonics).



The RIRs can be decoded into a set of  virtual loudspeaker positions, denoted simply as:



This can be interpreted as a directional decomposition of the RIR for a given (physical) loudspeaker position.
For a given, pre-defined virtual loudspeaker setup and rotating its Ambisonics representation towards a target virtual loudspeaker set, a new set of directional RIRs can be decoded, i.e., a directional representation of the room impulse response for a given virtual loudspeaker position. Figure 3 shows an example virtual loudspeaker set-up defined at the following angles (see Table 1), rotated to a target virtual loudspeaker position by an offset angle position of (azi, ele) = (10, 0).

[bookmark: _Ref166053116]Table 1. Virtual loudspeaker locations.
	Position
	Azimuth
	Elevation

	Front
	0
	0

	Left
	90
	0

	Back
	180
	0

	Right
	270
	0

	Top
	0
	90

	Bottom
	0
	-90



For each desired BRIR azimuth-elevation pair, the decoded directional RIRs can then be combined into a summed response of the directional RIRs convolved with the corresponding HRIRs at the angles of the rotated virtual loudspeaker setup as an approximation of a measured BRIR at the desired azimuth-elevation pair.
[image: ]
[bookmark: _Ref166052887][bookmark: _Ref166052882]Figure 3. 3D visualization of 6 virtual speakers as of Table 1 (thin lines) that are rotated 10 degrees in azimuth (dark blue lines). Front facing is in the direction of the vector (1, 0, 0).
These computed BRIR pairs are eventually saved as a set in a SOFA file. Such a SOFA file can be converted to the IVAS custom BRIR file format, to be used for rendering within IVAS. These files are also compatible with 3rd party renderers, for reference.
Furthermore, the recorded room impulse responses can be used to compute the IVAS artificial reverb parameters using the tools available in the IVAS toolset.
The sources have developed a prototype implementation in MATLAB allowing for generating BRIR SOFA file based on an anechoic HRIR data set contained as a SOFA file and a set of recorded room impulse responses in a multi-channel format (SRIR). Once completed, the intention of the sources is to share this implementation in the IVAS toolset.
Integration with the VR tools
In [2] the sources proposed subjective test setup options. To allow for the best immersive experience, an option utilizing 3DOF interactive based on Unity game environment 3D scene has been proposed. An experimental test setup consists of:
A Windows PC running:
Unity game environment,
IVAS decoder/renderer applications supporting socket interface,
HTC VIVE Tracker mounted on top of the headphones,
2 HTC VIVE Base Stations.
The Unity game environment runs C# modules which interact with the audio output interface of the PC through the NAudio library for .NET. The audio output buffers are filled with subsequent IVAS output frames as obtained in response to continuous request messages, containing the current head pose information, sent to the IVAS decoder/renderer via socket interface. This setup supports multiple IVAS decoder/renderer instances to be ran in parallel on a single PC serving multiple test configurations. Initial test results prove good performance of the proposed solution once the baseline conditions of the VR environment test setup are observed (i.e., that the Base Stations are correctly placed, and that the Tracker device remains in line-of-sight with both Base Stations). Similarly to the case of the BRIR generation scripts, the intention of the sources is to share the implementation of the Unity integration modules in the IVAS toolset, once fully completed.
 	Conclusions
In this contribution the sources report on the progress regarding technical aspects related to room acoustics testing methodologies as proposed for IVAS characterization. The sources will continue their efforts to provide the complete room acoustics testing methodology definition and associated tools in accordance with the timeline for IVAS characterization testing.
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