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Abstract of the contribution: This contribution proposes an evaluation and conclusion for KI#2.
1. Background 
This paper proposes an evaluation on the key aspects of the 5GC Support for Vertical Federated Learning discussed in solutions adopted in the TR for Key Issue 2. And proposal to add some high level conclusions on KI#2 with the aim to identify those aspects that require normative work in Rel-19.
2. Text Proposal
It is proposed to adopt the following text within the TR 23.700-84.
* * * * First change (all new text)* * * *
8.X	5GC Support for Vertical Federated Learning
P#2.1:  VFL related new functionalities include:
P#2.1.1 VFL Server: An NWDAF or AF that integrates all the local training results for the local ML model update in VFL training process. It also coordinates the VFL training process by discovering and selecting VFL clients. In VFL inference process, The VFL server aggregates local inference results from VFL clients to generate the final VFL inference result and sends the final VFL inference result to the consumer. Only one VFL server may exist for each VFL process.
P#2.1.2 VFL Client: An NWDAF or AF that holds the local dataset and performs local training and inference. There can be multiple VFL Clients in VFL training and inference. 
P#2.1.3 VFL process is associated with an analytics ID (i.e., VFL training of models for analytics ID, VFL inference for an analytics ID) when VFL server is the NWDAF.
P#2.1.x VFL process is associated with internal AF process (i.e., VFL training of models for internal AF process, VFL inference for internal AF process) when VFL server is AF.
P#2.1.4: 5GC shall support vertical federated learning (VFL), i.e. a federated learning technique without exchanging/sharing local data set or ML models, in the following scenarios:
-  VFL among NWDAFs in a single PLMN.
-  VFL between AF and NWDAF(s) in a single PLMN.
The NWDAFs as VFL Server determines based on internal logic and the operator's policy whether or not to use VLF to provide a particular analytics ID.
P#2.1.5: NWDAF and AF are the only NFs that may act with any of the above VFL functionalities, i.e., VFL Server and VFL client.
P#2.2:  For registration and discovery of VFL entities:
P#2.2.1 The NWDAF as VFL client shall register to NRF with NF profile including VFL capability information (VFL capability type (i.e. VFL Clients) ). For an untrusted AF as the VFL client, the NEF registers based on configuration at the NRF within its NF profile information about the AF as specified in clause 6.2.2.3 of TS 23.288 [x] and includes as part of the information about the AF an VFL capability information (VFL capability type (i.e. VFL Clients) ). 
NOTE: Whether Vendor specific feature information is included will be determined in the normative phase.
P#2.2.2 The NWDAF as VFL server will select NWDAF(s) as candidate VFL client(s) from NRF for VFL training process. 
The NWDAF as VFL server will select AF(s) via NEF optionally as the VFL client(s) for VFL training process based on the NEF profile in the NRF.
P#2.2.3 The AF as VFL server will select candidate NWDAF(s) as VFL client(s) from NRF for VFL training process in coordination with NEF in case of untrusted AF.

P#2.3:  For sample alignment for VFL:
P#2.3.1: For NWDAF acting as VFL Server, NWDAF triggers sample alignment, may query NWDAFs or AFs acting as VFL clients to query availability of samples, and generates the intersection of samples.
P#2.3.2 In case of VFL between the NWDAF as VFL server and AF as VFL client, the NEF may be involved in sample alignment with mapping of information (e.g., internal versus external information) , then NWDAF as VFL server will determine the final list of participants supporting the samples for VFL training. 	Comment by CMCC7: NOTE is added to be discussed in normative phase. 
NOTE x: Whether NEF supports to be involved in generating the intersection of candidate samples is to be discussed in normative phase.
P#2.3.3: For AF acting as VFL Server, AF performs sample alignment with the assistance of the NEF and NWDAFs acting as VFL clients, selects samples to be used in the training process and generates the intersection of samples .
P#2.3.4: Feature description information may be registered to the NRF or locally configured in the NWDAF or the AF, negotiated between VFL server and VFL client when performing feature alignment. Feature alignment is optional in a VFL process.
NOTE x: Whether the feature alignment is supported is determined in normative phase.
NOTE x: The procedure to perform sample alignment is not agreed yet, i.e. it can be done in a standalone procedure or part of the preparation phase, which will be determined in normative phase.

P#2.4:  For VFL training process:
P#2.4.1: Either the NWDAF or the AF can act as VFL server and initiate VFL training process with the VFL client(s). P#2.4.x If an untrusted AF is involved in the VFL training process, their interactions with the NWDAF(s) are via NEF. When the NWDAF acts as VFL Server, the NWDAF can receive labels from an AF. 
P#2.4.2: An identifier is allocated by a VFL server, which is used to correlate the participants during the VFL training and subsequent VFL inference processes and it is associated with the distributed ML Models in the VFL joint model training process. 
P#2.4.3: VFL Clients compute the intermediary results for their local ML models involved in the VFL training and provide reports with the intermediary results to the AF or NWDAF acting as VFL server. VFL clients may also provide intermediate results (e.g. gradient information, loss information) to other VFL clients as instructed by the VFL server.
P#2.4.5: An AF or NWDAF acting as VFL server aggregates intermediate results from VFL client(s), trains a local model, computes intermediary results based on its local ML model, and sends the intermediary results towards VFL clients involved in the joint VFL training process .
P#2.4.6: VFL server may compute different intermediate training information (e.g., gradient information, loss information) for updating its own local model and the models of VFL clients during the VFL training process after processing the received intermediary results (that may include convergence reports), sends the updates to the VFL client(s), and the VFL server/client(s) update their local ML model based on the received information. The VFL server determines when the VFL training process terminates, then it will inform the VFL Clients that the training ends.
P#2.4.7. For a VFL training procedure, there is only one NWDAF or one AF acting as VFL server.


NOTE x: How the initial model is provided to VFL clients is to be discussed in normative phase.
P#2.5:  For VFL inference process:
P#2.5.1: NWDAF acting as VFL server scenario, the NF consumer of analytics will obtain the required output based on the VFL inference process coordinated by VFL server, which is generated via the VFL inference process between VFL sever and corresponding AFs or NWDAF acting as VFL client(s). 
-	For NWDAF acting as VFL server, NWDAF triggers the VFL inference phase after receiving the subscription or request for analytics and delivers the analytics to the NF consumer.
P#2.5.2: For the AF acting as a VFL server, the AF acting as VFL server can also start an inference process with corresponding NWDAF acting as VFL client(s), and it will be triggered by 5GC consumer (i.e. NWDAF containing AnLF). It should be via NEF if AF is untrusted.
P#2.5.3: Before performing the VFL inference, the NWDAF acting as VFL server determines corresponding AF(s) and/or NWDAF(s) as VFL client(s) for the inference process based on the same identifier used in the VFL training process. Related details will be specified in the normative phase.
P#2.5.4: The VFL inference process may be controlled by a set of requirements, i.e., whether the determination if all VFL participants associated with the same identifier are needed in the VFL inference process may be based e.g. on accuracy requirements, the VFL signalling and load cost, contribution weights of each client, and temporal availability of output from VFL participants.
NOTE x: Whether the above determination is supported will be determined in normative phase.
P#2.5.5: When performing VFL model performance monitoring, inference data can be used for model retraining, which is aligned with R18.
NOTE x: Whether the NWDAF supports both AnLF and MTLF or not during VFL training and inference is to be discussed in normative phase.
NOTE x: How multiple NWDAFs are involved in VFL when AF is acting as VFL server is defined in normative phase.
NOTE x: The details of the accuracy monitoring related to VFL process will be defined in the normative phase.
NOTE y: The details of (optionally new) services and detailed list of parameters to enable the VFL processes will be defined in the normative phase.
NOTE z: Details of the ML model storage will be defined in the normative phase.
* * * * End of changes * * * *
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