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1. Introduction
According to clause 7.2 (Key Issue #2 Principles for evaluation). Considering the discussion on the NWM, this pCR evaluates the above principles for the proposed solutions or architectures in KI#2.
2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-29.
[bookmark: _Toc517082226]* * * * First change * * * *
[bookmark: _Toc157692398][bookmark: _Toc157447963][bookmark: _Toc164701472][bookmark: _Hlk166485307]7.2	Key Issue #2 Principles for evaluation
[bookmark: _Toc500949099][bookmark: _Toc22214909][bookmark: _Toc23254042][bookmark: _Toc146636842][bookmark: _Toc148441194][bookmark: _Toc151176060][bookmark: _Toc151701868][bookmark: _Toc157597095][bookmark: _Toc158029088][bookmark: _Toc161139178][bookmark: _Toc164701111][bookmark: _Toc164701467]7.2.1	General
It is proposed to evaluate the support of Store & Forward Satellite operation (key issue#2) following the principles below:
[bookmark: _Hlk166485442]1.	Support of single and multi-satellites.	Comment by Huawei: Disable auto-numbering and manually add numbers.
2.	Support of Roaming (the definition of roaming in S&F Satellite operation shall be clarified).
3.	Support of MO/MT SMS service, CIoT CP/UP.
4.	UE location verification
5.	Security considerations (in coordination with SA3)
6.	UE power consumption
7.	Delay for a UE to complete the attach procedure and for a registered UE to access service
8.	Support of Legacy UEs (Rel-17 & Rel-18 UEs)
9.	Minimal impact on the existing 3GPP procedures
10.	Whether Proprietary NFs are needed to support S&F
11.	Compute and storage requirements on satellite considering limitation of satellite payload, which can be estimated based on NFs deployed on the satellite.
12.	Management of the transition between phases where feeder link is available or not. 

* * * * Second change (all new) * * * *
7.2.2	Evaluations
This clause evaluates the proposed solutions or architectures of KI#2 against the principles listed in clause 7.2.1.
1.	Support of single and multi-satellites.
	Considering the movement of satellite and rotation of Earth, the revisit time for a given UE location would be around 12h or longer with just one satellite. Supporting multi-satellites would reduce the delay significantly. Note that single satellite is a particular case of multi-satellite. Supporting multi-satellites also means supporting a single satellite.
	Supporting multi-satellites is needed.

2.	Support of Roaming (the definition of roaming in S&F Satellite operation shall be clarified).
	For architectures with the HSS on the ground, roaming can be supported using existing roaming architecture in TN. While for this architecture, the interface between functions on board (e.g., MME, or partial MME) and functions on ground (e.g., HSS, or partial MME) need to be standardised, however many solutions don’t propose to standardise the roles or split-interfaces.
	For architecture with whole CN on board, if an MNO has roaming agreement with the satellite operator, the MNO configures the subscription data on board. When the UE use accessing the satellite, the UE performs Attach procedure with the CN on board based on the subscription data configured by the MNO.
	Both architectures with HSS on ground and whole CN on board can support UE accessing satellite if the satellite has roaming agreement with the MNO of the UE.

3.	Support of MO/MT SMS service, CIoT CP/UP.
	Which transports (e.g. UP or CP) can be used is only part of the solution, coupled with that is which data types can be used (e.g. TCP, UDP, non IP etc) (e.g. CP data transfer can support TCP/IP).
	For architectures with whole CN (including SMS related function, SCEF, SGW and PGW, etc.) on board, all the data transfer methods including UP data transfer, and all data types can be supported which is aligned with terrestrial network.
	For other architectures, e.g., split MME, split CSGN, TCP data type cannot be supported which limits application types.
	Architectures with the whole CN on board can support all these three data transfer methods including UP data transfer and also support all kinds of data types, e.g. UDP, TCP, etc.

4.	UE location verification
	For architectures with at least MME (or split MME) and E-SMLC on board, the UE location verification can be supported based on existing mechanism when service link is available. For the architecture with split MME, there are many potential issues need to be solved, including:
-	The MME-NT should always obtain a NAS key per the UE location verification perspective. It is not clear when and how to synchronize and update the NAS key among UEs, MME-NTs on multiple satellites and the MME-T.
-	It is not clear when and how to synchronize and update the NAS COUNTs among UEs, MME-NT on multiple satellites and the MME-T. For the architecture with MME on board and HSS on ground, the above potential issues may also exist and need further discussion. 
	For other architectures with MME (or split MME) and E-SMLC on ground, the UE location verification procedure needs to go through rounds of service link and feeder link which may lead to the inaccurate verification result, e.g., when UE location procedure occurs, the UE stays in place A which is allowed to access the PLMN. Then UE move to place B which is not allowed to access the PLMN. 
	For architectures with at least MME, E-SMLC and HSS on board, the UE location verification can be supported based on existing mechanism when service link is available.

5.	Security considerations (in coordination with SA3)
	All the solutions say that security is supported. Additional considerations may be required, which can only be determined by SA3.
	Leave security considerations to SA3.

6.	UE power consumption
	Reducing UE power consumption is important, i.e. to avoid the UE spending unnecessary energy on satellites that cannot/will not have DL traffic for it or the UE does not want to use.
	In Rel-18, Unavailability Period mechanism is introduced to assist UE power saving mode and avoid the network attempting to page the UE if it is out of satellite network coverage as described in clause 5.4.13 of TS 23.501 [2]. It is not sufficient in Rel-19 store and forward scenario as the feeder link is not always available and the network may need to choose which satellite(s) to use for the UE, e.g. based on NTN gateways and satellite storage capabilities.
	Solutions to address this have been studied, for example, the UE based on delay sensitivity of the data and status, requests the network to only monitor a subset of the satellites (e.g., only 1, all, etc). If the CN accepts such request, the CN will ensure that MT data destined for the UE is loaded on one of the satellites the UE is monitoring. In addition, the CN can provide information about which “raising” satellites out of the list of satellites the UE monitors, can/will have (and therefore which “raising” satellites cannot/will not have) information for the UE, allowing the UE to save power as the UE won’t spend unnecessary energy on those satellites and additionally it can save network resources as the UEs won’t speculatively connect to those satellites which cannot have information for the UE. The UE, the CN and the AF negotiate a monitoring list of satellites (e.g., only 1, all etc). UE only listen to the satellites in the monitoring list to receive DL data/signalling from the CN.
	Power consumption considerations need to be made, as existing mechanises cannot take into account not all satellites will carry information for a specific UE.

7.	Delay for a UE to complete the attach procedure and for a registered UE to access service 
	For architectures without MME and HSS on board, the Attach procedure needs to go through rounds of service link and feeder link which may take a long time.
	For others with at least MME and HSS on board, the Attach procedure can be performed when service link is available in a timely manner.
	In addition, for solutions supporting multi-satellites can further reduce the delay of the attach procedure and data transfer as described in bullet 1.
	For architectures with at least MME and HSS on board, the delay for a UE to attach and access services can be significantly reduced as the process can be performed when service link is available rather than go through rounds of service link and feeder link.
	The number of cycles of service/feeder link availability can be used to compare solutions, however the absolute time will depend on the deployment (i.e. number of satellites, number of NTN gateways, orbits etc).

8.	Support of Legacy UEs (Rel-17 & Rel-18 UEs)
	It is not possible to have zero impact to a UE (up to and including the application) for S&F operation, as at least applications need to adjust their behaviour / operate in a S&F way.
	Legacy UE cannot be supported as the UE needs to be aware of S&F mode for reasonable data transfer.

9.	Minimal impact on the existing 3GPP procedures
	For architectures with whole CN on board, the impacts of existing 3GPP procedures including Attach procedure, UE location verification procedure, data transfer (including MO/MT SMS service, CIoT CP/UP) can be minimized.
	While for other architectures, e.g. split MME, split CSGN, the existing 3GPP procedures should be enhanced to apply to the S&F scenario. For example, the Attach procedure needs to be suspended from the UE side and from the CN side, functions on board (e.g. MME-SAT, CSGN-SAT) interacts with functions on the ground (e.g. MME-GND, CSGN-GND) to obtain authentication related information for subsequent Attach request.
	For architectures with whole CN on board, the impacts to existing 3GPP procedures is minimized.

10.	Whether Proprietary NFs are needed to support S&F
	For architecture with whole CN on board, a proxy is needed to support MO/MT data transfer according to solution#19. The proxy and its behaviour are not in 3GPP SA2 scope, SA2 can leave it for implementation. 
	For other architectures, e.g. split functions, the functionality of the split function should be defined, or also left for implementation.
	For solutions that require additional NF behaviour normative work will be required.

11.	Compute and storage requirements on satellite considering limitation of satellite payload, which can be estimated based on NFs deployed on the satellite.
	There has to be a balance between complexity and compute/storage requirements. 
	For architectures that split NFs between the ground and satellites add lots of complexity and potentially massively impacts many CN interfaces and behaviour. While for architectures with whole CN on board has minimised impacts on UE and CN NFs. 
	In order to meet the requirement of compute/storage requirements, a deployment option with a light-weight whole CN NFs can be applied, e.g. UPF only support Packet routing & forwarding, Lawful intercept, etc. In this case, even a micro satellite can be deployed with the whole CN on board to support S&F.
	The satellite payload can support a whole (simplified) CN on board to minimize impacts on UE and CN NFs. A deployment option with a light-weight whole CN NFs can be applied to balance the complexity and the compute/storage requirements.

12.	Management of the transition between phases where feeder link is available or not.
	This can be supported by application layer with minimized impact on UE and CN NFs, however it should be clear in the solutions how it is achieved.
	Management of the transition between phases where feeder link can be supported by application layer with minimized impact on UE and CN NFs.

* * * * End of changes * * * *
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