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Abstract of the contribution: This contribution proposes a terminology update to remove ENs.
1. Discussion 
This contribution proposes a terminology update to remove ENs with the following rationales:
1) Editor's note: Whether different feature space required for VFL is FFS.
This should be clarified in the conclusion and not here, hence it’s simply removed.
2) Editor's note: Whether the definition of VFL Client can be extended to play a role in inference is FFS.
The definition of VFL Client is updated without referring to any specific VFL phase (i.e. training or inference), in alignment with the definition of VFL Server.
3) Editor's note: Terms may be added, deleted or modified during conclusion discussions.
4) Editor's note: During the conclusions discussion, it will be decided whether both the VFL server / VFL client and the VFL active participant / passive participant terminology is required.
ENs 3) and 4) are simply removed since the list of terms is final and any remaining aspect is determine in the conclusion clause. 

2. Proposal
[bookmark: _Toc524945853]It is proposed to adopt the following changes into TR 23.700-84.   

[bookmark: _Toc165103823][bookmark: _Toc155796954][bookmark: _Hlk155859225]*** Start of changes ***

[bookmark: _Toc153792582][bookmark: _Toc153792667][bookmark: _Toc157534597][bookmark: _Toc160781878][bookmark: _Toc165092266]3.1	Terms
For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
Horizontal Federated Learning (HFL): a federated learning technique without exchanging/sharing local data set, wherein the local data set in different FL clients for local model training have the same feature space for different samples (e.g. UE IDs).
Vertical Federated Learning (VFL): a federated learning technique without exchanging/sharing local data set, wherein the local data set in different VFL Participant for local model training have different feature spaces for the same samples (e.g. UE IDs).
Editor's note:	Whether different feature space required for VFL is FFS.
[bookmark: _GoBack]Label: A label is the property of interest that is to be learned in supervised machine learning.
VFL Server: An NF with functionality of that discovers discovering and selectings VFL clients, and coordinates coordinating the VFL process.
NOTE 1:	The VFL server may have role of VFL Active Participant during VFL training.
VFL Client: An NF with the functionality that of performing VFL training and inference as tasked by the VFL server.plays the role of the passive participant in a training process.
Editor's note:	Whether the definition of VFL Client can be extended to play a role in inference is FFS.
VFL Active Participant: An NF with access to labels for a VFL training task that may have related input data.
VFL Passive Participant: An VFL clientNF with access to the required input data without the required labels for a VFL training task. There can be multiple passive participants in VFL.
Editor's note:	Terms may be added, deleted or modified during conclusion discussions.
Editor's note:	During the conclusions discussion, it will be decided whether both the VFL server / VFL client and the VFL active participant / passive participant terminology is required.

*** End of changes ***
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