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5.2
AI/ML related activities in TSG SA & CT Working Groups

5.2.1
AI/ML related terminology

5.2.1.1
TSG SA WG2 

The following definitions are provided in clause 3 of TS 23.288 [8]:

-
Analytics Accuracy Information: Represent a performance measure of an analytics ID provided by an NWDAF containing AnLF, which is composed of the number of correct predictions of the analytics ID out of all predictions and the corresponding number of samples.

-
ML Model Accuracy Information: Represent a performance measure of a ML Model provided by an NWDAF containing MTLF, which is composed of the number of correct predictions by the ML Model out of all predictions and the corresponding number of samples.

-
Analytics Feedback Information: Indicates that the consumer NF has taken action(s) influenced by the previously provided analytics, which may or may not affect the ground truth data.

The following definitions are provided in clause 5 of TS 23.288 [8]:

-
Analytics logical function (AnLF): A logical function in NWDAF, which performs inference, derives analytics information (i.e. derives statistics and/or predictions based on Analytics Consumer request) and exposes analytics service i.e. Nnwdaf_AnalyticsSubscription or Nnwdaf_AnalyticsInfo.

-
Model Training logical function (MTLF): A logical function in NWDAF, which trains Machine Learning (ML) models and exposes new training services (e.g. providing trained ML Model) as defined in clause 7.5 and clause 7.6.

The following definitions are provided in clause 3 of TR 23.700-84 [4]:

-
Horizontal Federated Learning (HFL): a federated learning technique without exchanging/sharing local data set, wherein the local data set in different FL clients for local model training have the same feature space for different samples (e.g. UE IDs).

-
Vertical Federated Learning (VFL): a federated learning technique without exchanging/sharing local data set, wherein the local data set in different VFL Participant for local model training have different feature spaces for the same samples (e.g. UE IDs).

-
Label: A label is the training objective in supervised machine learning.

-
VFL Server: An NWDAF or AF that integrates local training results, computes gradient information or loss information and send them to VFL client(s) for the local ML model update in VFL training process. It also coordinates the VFL training process by discovering and selecting VFL clients. In VFL inference process, The VFL server aggregates local inference results from VFL clients to generate the final VFL inference result and sends the final VFL inference result to the consumer. Only one VFL server may exist for each VFL process.

-
VFL Client: An NWDAF or AF that holds the local dataset and performs local training and inference as asked by VFL Server. There can be multiple VFL Clients in VFL training and inference.

The following definitions are provided in clause 6.15 of TR 23.700-84 [4]:

-
VFL active participant: A VFL function that owns part of an ML model for an analytic ID and knows the labels for the ML model. The active participant is the main function for training an ML model for an analytic ID.

-
VFL passive participant: A VFL function that owns part of an ML model for an analytic ID but does not know the labels of the ML model but is able to collect local data for one or more features.

5.2.1.2
TSG SA WG5

The following definitions are provided in clause 3 of TS 28.105 [9]:

-
ML model: a manageable representation of an ML model algorithm.

NOTE 1:
An ML model algorithm is a mathematical algorithm through which running a set of input data can generate a set of inference output.

NOTE 2:
An ML model algorithm is proprietary and not in scope for standardization and therefore not treated in this specification.

NOTE 3:
An ML model may include metadata. Metadata may include e.g. information related to the trained model, and applicable runtime context.

-
ML model training: a process performed by an ML training function to take training data, run it through an ML model algorithm, derive the associated loss and adjust the parameterization of that ML model iteratively based on the computed loss and generate the trained ML model.

-
ML model initial training: a process of training an initial version of an ML model.

-
ML model re-training: a process of training a previous version of an ML model and generate a new version.

NOTE 4:
A new version of a trained ML model supports the same type of inference as the previous version of the ML model, i.e. the data type of inference input and data type of inference output remain unchanged between the two versions of the ML model, but parameter values might be different for the re-trained model.

-
ML model joint training: a process of training a group of ML models.

-
ML training function: a logical function with ML model training capabilities.

-
AI/ML inference function: a logical function that employs an ML model to conduct inference.

-
ML model testing: a process of testing an ML model using testing data.

[1871_NEC]

-
ML model testing: a process of of evaluating the performance of an ML model using testing data different from data used for model training and validation.
-
ML model joint testing: a process of evaluating the performance of a group of ML models using testing data different from data used for model training and validation.
[1871_NEC_end]

-
ML testing function: a logical function with ML model testing capabilities.

-
AI/ML inference: a process of running a set of input data through a trained ML model to produce set of output data, such as predictions.

NOTE 5:
The inference represents the process to realize the AI capabilities by utilizing a trained ML model and other AI enablers if needed, hence the AI/ML prefix is used when referring to inference as compared to training and testing.

-
AI/ML inference function: a logical function that employs trained ML model(s) to conduct inference.

-
AI/ML inference emulation: running the inference process to evaluate the performance of an ML model in an emulation environment before deploying it into the target environment.

-
ML model deployment: a process of making a trained ML model available for use in the target environment.
[1871_NEC]

-
ML model loading: a process of making a trained ML model available to an inference function.

-
AI/ML activation: a process of enabling the inference capability of an AI/ML inference function.

-
AI/ML deactivation: a process of disabling the inference capability of an AI/ML inference function.
The following definitions are provided in clause 3 of TR 28.858 [19]:

- 
Federated Learning: a distributed machine learning approach where the ML model is trained collaboratively by multiple ML training functions. This includes multiple FL clients, which perform training on local data, and one FL server, which aggregates model updates from the clients iteratively without exchanging data samples. 

-
FL client:  a training function that trains an ML model on local data and share only the model outcome with the FL server/FL Client, preserving data privacy.

- 
Server: a function that aggregates the ML model outcomes from FL clients to produce a global ML model. 

-
Horizontal Federated Learning (HFL): a federated learning technique without exchanging/sharing local data set, wherein the local data set in different FL clients for local model training have the same feature space for different samples.

- 
Vertical Federated Learning (VFL): a federated learning technique without exchanging/sharing local data set, wherein the local data set in different VFL participant for local model training have different feature spaces for the same samples.

NOTE 1:
The definitions of HFL and VFL referenced above are sourced from TR 23.700-84 [3]. This definition might be updated or modified in normative work.

NOTE 2:
The definition of VFL is included for completeness and may need to be revisited with considerations of concrete use cases where VFL may be used in 5GS.
-
Reinforcement Learning: a machine learning approach where an RL agent learns to make decisions by interacting with the environment and taking actions to maximize cumulative rewards (see NOTE 1).

NOTE 1:
The examples of rewards could be improved resource allocation, reduced latency, or enhanced user experience. 

-
 Distributed training: an ML training approach that distributes the training workload across multiple ML training functions.

- 
ML Knowledge-based Transfer Learning: a technique where the knowledge gained from training of one or more ML models is applied or adapted to improve or develop another ML model.

-
Pre-training: the process of training an ML model on a dataset not specific to any type of inference.

-
Fine-tuning: the process of training a pre-trained ML model with a changed or narrowed scope.
[1871_NEC_end]

5.2.1.3
TSG SA WG6

The following definitions are provided in clause 3 of TR 23.700-82 [7]:

-
ML model: According to TS 28.105 [9], mathematical algorithm that can be "trained" by data and human expert input as examples to replicate a decision an expert would make when provided that same information.

-
ML model lifecycle: The lifecycle of an ML model includes data collection, data processing, model training, model verification, model, instantiation and deployment, model monitoring and termination of ML model components.

-
ML model training: According to TS 28.105 [9], ML model training includes capabilities of an ML training function or service to take data, run it through an ML model, derive the associated loss and adjust the parameterization of that ML model based on the computed loss.

-
ML model inference: According to TS 28.105 [9], ML model training includes capabilities of an ML model inference function that employs an ML model and/or AI decision entity to conduct inference.

-
AI/ML enablement: an application enablement framework consisting of one or more AI/ML enabler capabilities based on implementation. Such function can be deployed as (or within) an enablement layer server (e.g. SEAL or ADAES) or client.

-
AI/ML client: an application layer entity (also referred as ML client) which is an AI/ML endpoint and performs client-side operations (e.g. related to the ML model lifecycle). Such AI/ML client can be a VAL client or AIML enabler client and may be configured e.g. to provide ML model training and inference locally e.g. at the VAL UE side.

-
AI/ML server: an application layer entity which is an AI/ML endpoint and performs server-side operations (e.g. related to the ML model lifecycle). Such AI/ML server can be a VAL server or AIML enabler server.

-
FL member: An FL member or participant is an entity which has a role in the FL process. An FL member can be an FL client performing ML model training, or an FL server performing aggregation/collaboration for the FL process. The FL member in this study is assumed to be either a functionality at the VAL UE or at the network/server side (AIML enablement server, VAL server).

-
FL client: An FL member which locally trains the ML model as requested by the FL server.

-
FL server: An FL member which generates global ML model by aggregating local model information from FL clients.
[1860_Lenovo+rev1]
The following definitions are provided in clause 3 of TS 23.482 [34]:

-
ML model: According to TS 28.105 [9], mathematical algorithm that can be "trained" by data and human expert input as examples to replicate a decision an expert would make when provided that same information.

-
ML model lifecycle: The lifecycle of an ML model aka ML model operational workflow consists of a sequence of ML operations for a given ML task / job (such job can be an analytics task or a VAL automation task). This definition is aligned with the 3GPP definition on ML model lifecycle according to 3GPP TS 28.105 [9].
-
ML model training: According to TS 28.105 [9], ML model training includes capabilities of an ML training function or service to take data, run it through an ML model, derive the associated loss and adjust the parameterization of that ML model based on the computed loss.

-
ML model inference: According to TS 28.105 [9], ML model training includes capabilities of an ML model inference function that employs an ML model and/or AI decision entity to conduct inference.
-
AI/ML intermediate model: For federated learning, members need to train models for multiple rounds, intermediate models indicate the model which do not meet the required training rounds and/or meet the requirements of the federated training.
-
AIMLE service: An AIMLE service is an AIMLE capability which aims assisting in performing or enabling one or more AIML operations.


-
AI/ML client: an application layer entity (also referred as ML client) which is an AI/ML endpoint and performs client-side operations (e.g. related to the ML model lifecycle). Such AI/ML client can be a VAL client or AIML enabler client and may be configured e.g. to provide ML model training and inference locally e.g. at the VAL UE side.

-
AIMLE client set identifier: an identifier of the set of selected AIMLE clients.
-
AI/ML server: an application layer entity which is an AI/ML endpoint and performs server-side operations (e.g. related to the ML model lifecycle). Such AI/ML server can be a VAL server or AIML enabler server.

-
FL member: An FL member or participant is an entity which has a role in the FL process. An FL member can be an FL client performing ML model training, or an FL server performing aggregation/collaboration for the FL process. 
-
FL client: An FL member which locally trains the ML model as requested by the FL server. Such FL client functionality can be at the network (e.g. AIMLE server with FL client capability) or at the device side (e.g. AIMLE client with FL client capability).
-
FL server: An FL member which generates global ML model by aggregating local model information from FL clients.
-
Split AI/ML operation pipeline: A Split AI/ML operation pipeline is a workflow for ML model inference in which AI/ML endpoints are organized and collaborate to process ML models in sequential stages, where processing at each stage involves ML model inference on the output of the previous stage.
[1860_Lenovo_end]
5.2.2
AI/ML related activities

5.2.2.1
Rel-18 SA WG1 WID - AI/ML model transfer in 5GS (AIML_MT)

5.2.2.1.1
Description

Editor's note:
Description clause will be further clarified whether to be based on WI summaries or WID objectives.
The objective of this work item is to specify performance requirements (for end-to-end latency, experienced data rate, communication service availability) and service requirements (for AI/ML QoS management, AI/ML model /data distribution/transfer, network performance and resource utilization monitoring/prediction) for 5GS to support the following AI/ML operations for various applications (e.g. image/speech recognition, media editing/enhancements, robot control, automotive):

-
AI/ML operation splitting between AI/ML endpoints.

-
AI/ML model/data distribution and sharing over 5G system.

-
Distributed/Federated Learning over 5G system.

5.2.2.1.2
Activities summary

Editor's note:
This clause describes high-level AI/ML activities e.g. LCM for AI/ML, data collection/storage/exposure, model training/delivery/ (de)-activation/inference emulation, inference/storage/exposure, performance evaluation and accuracy monitoring. Clause(s) may be added to capture details.

5.2.2.2
Rel-19 SA WG1 SID - AI/ML Model Transfer Phase 2 (FS_AIML_MT_Ph2)

5.2.2.2.1
Description

The objective of this study is to explore new use cases and potential service and performance requirements to support efficient AI/ML operations using direct device connections. This includes:

 -
Distributed AI training and inference based on direct device connections, such as traffic KPIs, various QoS, and functional requirements for sidelink transmission.

-
Considerations for charging and security aspects.

5.2.2.2.2
Activities summary

Editor's note:
This clause describes high-level AI/ML activities e.g. LCM for AI/ML, data collection/storage/exposure, model training/delivery/ (de)-activation/inference emulation, inference/storage/exposure, performance evaluation and accuracy monitoring. Clause(s) may be added to capture details.

5.2.2.3
Rel-19 SA WG1 WID - AI/ML Model Transfer Phase 2 (AIML_MT_Ph2)

5.2.2.3.1
Description

The objective of this work item is to specify KPI and functional requirements for 5GS to support the AIML data transfer by leveraging direct device connection under 5G network control. These objectives were derived based on outcome of Rel-19 study in SA WG1 that relates to how the 5GS supports the transmissions of AI/ML-based services over the application layer. The study addressed use cases and potential performance requirements for 5G system support of application layer Artificial Intelligence (AI)/Machine Learning (ML) model distribution and transfer (download, upload, updates, etc.), and identified traffic characteristics of AI/ML model distribution, transfer and training for various applications, e.g. video/speech recognition, robot control, automotive, other verticals. 
5.2.2.3.2
Activities summary

Editor's note:
This clause describes high-level AI/ML activities e.g. LCM for AI/ML, data collection/storage/exposure, model training/delivery/ (de)-activation/inference emulation, inference/storage/exposure, performance evaluation and accuracy monitoring. Sub-clause(s) may be added to capture details.
5.2.2.4
Rel-18 SA WG2 WID - Enablers for Network Automation for 5G - phase 3 (eNA_Ph3)

5.2.2.4.1
Description

The objective of this work item is to further enhance NWDAF, based on what has been specified in the previous releases to allow 5GS to support network automation. This work item focuses on architecture enhancement, new scenarios and the necessary inputs and outputs to the NWDAF based on the conclusions of the study in Rel-18. The work focuses on 10 key aspects as follows:

-
Improve correctness of NWDAF analytics.

-
NWDAF-assisted application detection.

-
Data and analytics exchange in roaming case.

-
Enhancements on Data collection and Storage.

-
Enhancements on trained ML Model sharing.

-
NWDAF-assisted URSP.

-
Enhancements on QoS Sustainability analytics.

-
Supporting Federated Learning in 5GC.

-
Enhancement of NWDAF with finer granularity of location information.

-
Interactions with MDAS/MDAF.

5.2.2.4.2
Activities summary

Editor's note:
This clause describes high-level AI/ML activities e.g. LCM for AI/ML, data collection/storage/exposure, model training/delivery/ (de)-activation/inference emulation, inference/storage/exposure, performance evaluation and accuracy monitoring. Clause(s) may be added to capture details.
[1837_vivo]

Data collection 
The NWDAF is allowed to collect data from any 5GC NF directly, and retrieve the management data from OAM by invoking OAM services as defined in Figure 5.2.2.4.2-1. 
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Figure 5.2.2.4.2-1: Data Collection architecture from any 5GC NF (Figure 4.2.0-1 in TS 23.288)
As defined in clause 4.2.0 of TS 23.288, The NWDAF is allowed to collect data from any 5GC NF or OAM using a DCCF or MFAF as defined in Figure 5.2.2.4.2-2.
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Figure 5.2.2.4.2-2: Data Delivery via DCCF (Figure 5A.3.1-1 in TS 23.288) 
As defined in clause 5A of TS 23.288, Each Event Notification received from a Data Source NF is sent to the DCCF which propagates it to all Data Consumers / Notification Endpoints specified by the Data Consumers or determined by the DCCF. 

Data and ML Model Storage 

As defined in clause 5B of TS 23.288, the ADRF offers services that enable a consumer to store, retrieve and delete data, analytics and ML Models. ML Model(s) may be stored in the ADRF by a consumer sending the ADRF a storage request containing the ML Model or ML Model address to be stored.
[1837_vivo_end]

[1859_Lenovo]

5.2.2.4.2.z
AI/ML functional entities.

As part of eNA, eNA_ph2 and eNA_ph3 work the following functional entities have been defined.

NWDAF (Network Data Analytics Function) is defined in TS 23.288 [x] with main function to generate analytics (statistics and/or predictions) for one or more network events.

NWDAF is defined by two logical functions.

-
AnLF (Analytics Logical Function): Derives and exposes analytics information (statistics or predictions)

-
MTLF (Model Training Logical Function): Trains Machine Learning (ML) models and exposes new training services (e.g. providing trained ML Model)
DCCF (Data Collection & Coordination Function) is defined in TS 23.288 [x] with main functionality for analytics collection from NWDAFs and data collection from multiple NF(s), AF and OAM.
MFAF (Messaging Framework Adaptor NF) is defined in TS 23.288 [x] and is part of the DCCF architecture. MFAF offers 3GPP defined services that allow the 5GS to interact with a Messaging Framework
ADRF (Analytics Data Repository Function) is defined in TS 23.288 [x] with main functionality for storing and retrieving collected data and analytics.
5.2.2.4.2.x
Data Collection/Storage/Exposure activities.
Analysis of data collection activities as part of eNA, eNA_ph2 and eNA_ph3 work.

Data collection in 3GPP TS 23.288 [x] refers to data collected by the NWDAF and DCCF. The data are collected for the purpose of analytics generation and training of ML models. 

NWDAF collects data from:

-
NFs/AFs by subscribing to be notified for data on a set of events based on the services of AMF, SMF, UDM, PCF, NRF, NSACF, UPF and AF

-
OAM by retrieving NG-RAN/5GC performance measurements and end-to-end KPIs using OAM specific services.

-
UE application. The NWDAF interacts with an AF to retrieve data related to the UE Application. The AF in this scenario is referred as the Data Collection AF (DCAF) which is described in TS 26.531

The DCCF (Data Collection Coordination Function) collects data on behalf of NF consumers. The DCCF supports the same functionality as with the NWDAF for retrieving data from NF/AFs (including data from UE applications) and OAM.
The data collected by the NWDAF (or DCCF) can be stored at an ADRF. The stored data (historical data) may be used by the NWDAF for ML model training.

The DCCF and ADRF are also used to store Analytics related to a past time period. 

As part of eNA_ph3 work the following enhancements were defined for data collection:

-
Exposure of input data for analytics is allowed from VPLMN to HPLMN and vice versa. It may be restricted based on operator policy and user consent.
-
NWDAF at HPLMN may collect data from the VPLMN related to outbound roamers

-
NWDAF at VPLMN may collect data from the HPLMN related to inbound roamers.
-
Data Processing enhancements (i.e. introducing the DataSetTag can be used to retrieve the whole set of data records associated to such tag.)
5.2.2.4.2.y
Model training/delivery/ (de)-activation/inference emulation activities
Analysis ML model training activities as part of eNA, eNA_ph2 and eNA_ph3 work.

AnLF requests from an MTLF a trained ML model for providing Analytics output for an Analytic ID.
MTLF trains an ML model for an Analytics ID. The following procedures are supported:

-
Initial ML model for an Analytics ID is provisioned to the MTLF based on implementations means.

-
MTLF trains the ML by collecting data from relevant NFs/AF/OAM (see Data Collection procedures in 5.2.2.4.2.x)

-
Trained ML model is identified by an ML Model Identifier. Once an ML model is trained MTLF assigns an ML Model Identifier

-
MTLF provides the trained ML model to the AnLF including the ML Model Identifier

-
MTLF may store the ML model at a repository (i.e. ADRF).
As part of eNA_ph3 work the following enhancements were defined
-
Trained ML model sharing between different NWDAF vendors by defined ML Model Interoperability Indication/Information.
-
Support of Model Training using Horizontal Federated Learning
3GPP SA2 has not defined any procedures for inference emulation.

5.2.2.4.2h
Inference/storage/exposure activities
Analysis of inference/storage/exposure activities as part of eNA, eNA_ph2 and eNA_ph3 work
AnLF exposes analytics information to consumers (e.g. NFs) using specific NWDAF Analytics exposure services. Analytics information may be stored at an ADRF.

Procedures have been also defined where:

-
Analytics from multiple NWDAF can be aggregated

-
Analytics content can be transferred between NWDAFs, including roaming scenarios.
5.2.2.4.2.z
Performance evaluation and accuracy monitoring activities
As part of eNA_Ph3 work the following are defined:

AnLF with the analytics accuracy checking capability may evaluate the performance of a trained ML model provisioning by the MTLF by ,e.g.,
-
Comparing predictions of ML Model and its corresponding ground truth data.
-
Comparing changes in internal configuration for the analytics ID generation (e.g. change of data collection parameters, change in data distribution from a Data Source).

-
Previous existent records of Analytics Accuracy Information.

-
Accuracy Feedback Information provided by an NF consumer.

-
Determining analytics accuracy by comparing analytics accuracy using multiple ML Models that serve the same Analytics ID.
MTLF with ML Model accuracy checking capability is able to determine ML Model degradation based on e.g.:

-
comparing/evaluating the data: including input data, analytics output and the ground truth data either collected from various data source NFs, DCCF, AnLF, ADRF or configured by OAM;

-
or AnLF providing notifications of the Analytics Accuracy Information; or

-
AnLF providing Analytics Feedback Information of the analytics generated by the ML Model.
-
Rating of untrusted AF(s) when used as data sources.
[1859_Lenovo_end]

5.2.2.5
Rel-18 SA WG2 WID - System Support for AI/ML-based Services (AIMLsys)

5.2.2.5.1
Description

This work item implements the conclusions of the Rel-18 study on the 5GS architectural and functional extensions to enable 5GS to assist the Application AI/ML operations. The normative text will be defined based on the agreed conclusions on 6 key issues, including unfinished discussions on proposals on how to define the aspects that are left to be finalized during normative work, and ensuring consistency with other 5GS features. The agreed conclusions focus on the following aspects:

 -
Monitoring of network resource utilization to support the Application AI/ML operations.

-
Exposure of 5GC information to authorized 3rd party for Application AI/ML operations.

-
Enhancement of external parameter provisioning in 5GC to assist the Application AI/ML operations.

-
Enhancement in 5GC to enable Application AI/ML traffic transport.

-
Enhancement of QoS and Policy control to support Application AI/ML data transport over 5GS.

-
5GS assistance to federated learning operation.

5.2.2.5.2
Activities summary

Editor's note:
This clause describes high-level AI/ML activities e.g. LCM for AI/ML, data collection/storage/exposure, model training/delivery/ (de)-activation/inference emulation, inference/storage/exposure, performance evaluation and accuracy monitoring. Clause(s) may be added to capture details.

[1859_Lenovo]

No LCM activities were defined as part of this work.
[1859_Lenovo_end]

5.2.2.6
Rel-19 SA WG2 SID - Core Network Enhanced Support for Artificial Intelligence (AI)/Machine Learning (ML) (FS_AIML_CN)

5.2.2.6.1
Description

The aim of this study is to investigate and identify potential architectural and system-level enhancements to support AI/ML enhancements. Specifically, the objectives include:

-
AI/ML Cross-Domain Coordination Aspects: Investigate enhancements to support AI-enabled RAN based on the conclusions of the RAN study in [a]. This task will discuss whether and how to support cross-domain (i.e. UE, RAN, 5GC, OAM, and AF) collaborative AI/ML mechanisms for the aspects described below:

-
Enhancements to LCS for AI/ML-Based Positioning: Examine whether and how to consider enhancements to LCS to support AI/ML-based positioning.

-
Collaborative AI/ML Operations for Vertical Federated Learning (VFL): Determine potential enhancements needed to enable the 5G system to assist in collaborative AI/ML operations involving 5GC/NWDAF and/or AF for "Vertical Federated Learning (VFL)." This work will be based solely on and limited to the scope of justified use cases.

-
Enhancements to Support NWDAF-Assisted Policy Control and Address Network Abnormal Behaviour:

-
Investigate additional support needed to enhance 5GC NF operations (i.e. policy control and QoS) assisted by NWDAF. This task will first identify specific use cases to define the appropriate scope. It will analyse the impacts on NWDAF (e.g. the need to understand specific NF functionality) and the compatibility of new solutions with existing analytics to determine the necessity and benefits of new solutions.

-
Study the prediction, detection, prevention, and mitigation of network abnormal behaviours, such as signalling storms, with the assistance of NWDAF.

5.2.2.6.2
Activities summary

Editor's note:
This clause describes high-level AI/ML activities e.g. LCM for AI/ML, data collection/storage/exposure, model training/delivery/ (de)-activation/inference emulation, inference/storage/exposure, performance evaluation and accuracy monitoring. Clause(s) may be added to capture details.

[1859_Lenovo]

Refer to activities in the corresponding WID (clause 5.2.2.7.2)
[1859_Lenovo_end]

5.2.2.7
Rel-19 SA WG2 WID - Core Network Enhanced Support for Artificial Intelligence (AI)/Machine Learning (ML) (AIML_CN)

5.2.2.7.1
Description

The objective of this work item is to specify the following enhancements to 5GS as per the conclusions reached within the Rel-19 study for the following aspects:

-
Enhancements to LCS to Support Direct AI/ML-Based Positioning:

-
LMF Enhancements: The LMF will be enhanced to perform location calculations based on an ML model. The triggers for data collection and model training within the LMF will be implementation-specific.

-
MTLF and LMF Enhancements: Both the MTLF and the LMF will be enhanced to facilitate ML model training for AI/ML-based positioning.

-
Procedure Development: Related procedures for data collection will be developed in coordination with RAN WGs.

-
5GC Support for Vertical Federated Learning:

-
5GC Enhancements: The 5GC will be enhanced to support vertical federated learning (VFL), a technique that does not involve exchanging or sharing local datasets or ML models, in the following scenarios:

-
VFL among NWDAFs within a single PLMN.

-
VFL between NWDAF(s) within a single PLMN and AF(s). NWDAF-Assisted Policy Control and QoS Enhancement.

-
NWDAF-Assisted Policy Control and QoS Enhancement:

-
Assistance Information: Based on PCF requests, the NWDAF may provide assistance information to the PCF to aid in the determination and modification of QoS parameters.

-
NWDAF Enhancements to Support Network Abnormal Behaviours Mitigation and Prevention:

-
Signalling Storm Mitigation: The NWDAF will support signalling storm mitigation and prevention by providing analytics related to the detection and prediction of signalling storms caused by massive signalling from UEs and/or NFs.

5.2.2.7.2
Activities summary

Editor's note:
This clause describes high-level AI/ML activities e.g. LCM for AI/ML, data collection/storage/exposure, model training/delivery/ (de)-activation/inference emulation, inference/storage/exposure, performance evaluation and accuracy monitoring. Clause(s) may be added to capture details.
[1837_vivo]

Data collection 
The LMF may collect input data from UE or NG-RAN for the LMF-based AI/ML Positioning to perform location calculation and provide the location to the consumer [16].
[1837_vivo_end]

[1859_Lenovo]

5.2.2.7.2.x
Data Collection/Storage/Exposure activites.

As part of the AIML_CN work the following enhancements are supported:

-
Data Collection from Direct AIML positioning. Data is collected to train an ML model to support LMF-based AIML positioning. 

-
LMF is triggered to collect positioning related data from UE and/or NG-RAN.
5.2.2.4.2.y
Model training/delivery/ (de)-activation/inference emulation activities

As part of the AIML_CN work the following enhancements are supported:

-
ML Model training for LMF-side Direct AIML positioning

-
LMF or MTLF may train an ML model for LMF-Side Direct AIML positioning

-
Collaborative ML Model training using Vertical Federated Learning

-
Vertical Federated Learning is supported between NWDAFs or cross-domain between NWDAF and Application Functions

5.2.2.4.2h
Inference/storage/exposure activities

As part of the AIML_CN work the following enhancements are supported:

-
LMF is supports inference based on using trained ML Model for Direct AIML positioning provisioned by an MTLF or locally trained at LMF.
5.2.2.4.2.z
Performance evaluation and accuracy monitoring activities

As part of the AIML_CN work the following enhancements are supported:

-
LMF or MTLF evaluates the performance of a trained ML Model by comparing the inference output against ground truth information.
[1859_Lenovo_end]

5.2.2.8
Rel-18 SA WG3 WID - Security aspects of enablers for Network Automation for 5G - phase 3 (eNA_SEC_PH3)

5.2.2.8.1
Description

The main objective of this work is to produce normative specification based on the conclusions from Rel-18 study. More specifically, the following objectives are expected to be specified:

-
Protection of data and analytics exchange in roaming case.

-
Security for AI/ML model storage and sharing.

-
Authorization of selection of participant NWDAF instances in the Federated Learning group.

5.2.2.8.2
Activities summary

Editor's note:
This clause describes high-level AI/ML activities e.g. LCM for AI/ML, data collection/storage/exposure, model training/delivery/ (de)-activation/inference emulation, inference/storage/exposure, performance evaluation and accuracy monitoring. Clause(s) may be added to capture details.

5.2.2.9
Rel-19 SA WG3 SID - Security aspects of Core Network Enhanced Support for AIML (FS_AIML_CN_SEC)

5.2.2.9.1
Description

The objectives of this study are the following:

-
Security Aspects on Enhancements to LCS: Study security aspects on enhancements to LCS to support AI/ML-based positioning, considering the conclusions in [a] and [b].

-
Security Aspects of Cross-Domain Vertical Federated Learning (VFL):

-
Authorization of VFL Group Members: Examine the authorization of members of the VFL group.

-
Security Aspects of Enhancements on SA WG2 Architecture: Investigate security aspects of enhancements on SA WG2 architecture to support VFL.

5.2.2.9.2
Activities summary

Editor's note:
This clause describes high-level AI/ML activities e.g. LCM for AI/ML, data collection/storage/exposure, model training/delivery/ (de)-activation/inference emulation, inference/storage/exposure, performance evaluation and accuracy monitoring. Clause(s) may be added to capture details.

5.2.2.10
Rel-19 SA WG4 SID - Artificial Intelligence (AI) and Machine Learning (ML) for Media (FS_AI4Media)

5.2.2.10.1
Description

The primary objective of this study item is to identify relevant interoperability requirements and implementation constraints of AI/ML in 5G media services. The specific objectives include:

-
Use Cases for Media-Based AI/ML Scenarios: List and describe the use cases for media-based AI/ML scenarios, based on those defined in [c].

-
Media Service Architecture and Service Flows: Describe the media service architecture and relevant service flows for the scenarios. Identify the impacts on the architecture for each use case, including any potential gaps with existing 5G media service architectures. Also, describe the model operation configurations for each use case, including split AI/ML operations, and identify where certain AI/ML operations occur.

-
Data Formats and Protocols: Identify and document the available data formats and suitable protocols for the exchange of different data components of various AI/ML models, such as model data, metadata, media data, and intermediate data necessary for such model operation configurations. Investigate the data traffic characteristics of these data components for delivery over the 5G system, including any needs and potentials for data rate reduction.

-
Key Performance Indicators (KPIs): Identify and study key performance indicators for such scenarios, based on the initial considerations in [d]. Emphasize the use cases, model operation configurations, and data components identified in earlier objectives, focusing on objective performance metrics considering the identified KPIs.

-
Normative Work and Collaboration: Identify potential areas for normative work as the next phase. Communicate and align with SA WG2 and other potential 3GPP working groups on relevant aspects related to the study.

5.2.2.10.2
Activities summary

Editor's note:
This clause describes high-level AI/ML activities e.g. LCM for AI/ML, data collection/storage/exposure, model training/delivery/ (de)-activation/inference emulation, inference/storage/exposure, performance evaluation and accuracy monitoring. Clause(s) may be added to capture details.
5.2.2.11
Rel-18 SA WG5 WID - AI/ML management (AIML_MGT)

5.2.2.11.1
Description

The objective of this work is to specify the AI/ML management capabilities, including use cases, requirements and solutions for each phase of the AI/ML operational workflow for managing the AI/ML capabilities in 5GS (i.e. management and orchestration, 5GC and NG-RAN), including:

-
Management capabilities for ML training phase, which includes control of producer-initiated ML training, data management for ML training, performance evaluation for ML training, ML entity validation, ML context management, ML entity capability discovery and ML entity testing.

-
Management capabilities for ML deployment phase, including management of ML entity loading.

-
Management capabilities for AI/ML inference phase.

To describe the deployment scenarios of the AI/ML management capabilities, with consideration of alignment with other relevant 3GPP WGs (e.g. RAN WG3, SA WG2) and ETSI ISG ZSM.

5.2.2.11.2
Activities summary

Editor's note:
This clause describes high-level AI/ML activities e.g. LCM for AI/ML, data collection/storage/exposure, model training/delivery/ (de)-activation/inference emulation, inference/storage/exposure, performance evaluation and accuracy monitoring. Clause(s) may be added to capture details.
[1868_NEC]


5.2.2.11.2.1
ML model life cycle management (LCM)

Rel-18 specification addressed the AI/ML LCM management capabilities (including wide range of use cases, corresponding requirements (stage 1) and solutions (stage 2 NRMs & stage 3 OpenAPIs) for the ML model, including ML model training (which also includes validation), ML model testing, AI/ML inference emulation, ML model deployment and AI/ML inference steps of the lifecycle as shown below for managing the entire lifecycle of the ML model.

Start of quoted text (from TS 28.105 [9])
4a.0
ML model lifecycle
AI/ML techniques are widely used in 5GS (including 5GC, NG-RAN, and management system), the generic AI/ML operational workflow shown in Figure 4a.0-1, highlights the main steps of an ML model lifecycle.
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Figure 4a.0-1: ML model lifecycle
The ML model lifecycle includes training, testing, emulation, deployment, and inference. These steps are briefly described below:

-
ML model training: training, including initial training and re-training, of an ML model or a group of ML models. It also includes validation of the ML model to evaluate the performance when the ML model performs on the training data and validation data. If the validation result does not meet the expectation (e.g., the variance is not acceptable), the ML model needs to be re-trained. 

-
ML model testing: testing of a validated ML model to evaluate the performance of the trained ML model when it performs on testing data. If the testing result meets the expectations, the ML model may proceed to the next step If the testing result does not meet the expectations, the ML model needs to be re-trained.
-
AI/ML inference emulation: running an ML model for inference in an emulation environment. The purpose is to evaluate the inference performance of the ML model in the emulation environment prior to applying it to the target network or system. If the emulation result does not meet the expectation (e.g., inference performance does not meet the target, or the ML model negatively impacts the performance of other existing functionalities) the ML model needs to be re-trained.

NOTE:
The AI/ML inference emulation is considered optional and can be skipped in the ML model lifecycle.
-
ML model deployment: ML model deployment includes the ML model loading process (a.k.a. a sequence of atomic actions) to make a trained ML model available for use at the target AI/ML inference function.

ML model deployment may not be needed in some cases, for example when the training function and inference function are co-located.

-
AI/ML inference: performing inference using a trained ML model by the AI/ML inference function. The AI/ML inference may also trigger model re-training or update based on e.g., performance monitoring and evaluation.
NOTE:
depending on system implementation and AI/ML functionality arrangments, both AI/ML inference emulation and ML deployment steps may be skiped.
End of quoted text
5.2.2.11.2.2
ML model life cycle management capabilities

Each step in the ML model lifecycle. i.e. the ML model training, ML model testing, AI/ML emulation, ML model deployment and AI/ML inference correspond to number of dedicated management capabilities. The specified capabilities are developed based on corresponding use cases and requirements. The management capabilities specified by SA WG5 [9] are highlighted below:
Start of quoted text (from TS 28.105 [9])
6.1
ML model lifecycle management capabilities
Each operational step in the ML model lifecycle (see clause 4a.0.1) is supported by one or more AI/ML management capabilities as listed below.

Management capabilities for ML model training

-
ML model training management: allowing the MnS consumer to request the ML model training, consume and control the producer-initiated training, and manage the ML model training/re-training process. The training management capability may include training performance management and setting a policy for the producer-initiated ML model training.

-
ML model training capability also includes validation to evaluate the performance of the ML model when performing on the validation data, and to identify the variance of the performance on the training and validation data. If the variance is not acceptable, the ML model would need to be re-trained before being made available for the next step in the ML model lifecycle (e.g., ML model testing).
Management capabilities for ML testing
-
ML model testing management: allowing the MnS consumer to request the ML model testing, and to receive the testing results for a trained ML model. It may also include capabilities for selecting the specific performance metrics to be used or reported by the ML testing function. MnS consumer may also be allowed to trigger ML model re-training based on the ML model testing performance results.

Management capabilities for AI/ML inference emulation:

· AI/ML inference emulation: a capability allowing an MnS consumer to request an ML inference emulation for a specific ML model or models (after the training, validation, and testing) to evaluate the inference performance in an emulation environment prior to applying it to the target network or system. 
Management capabilities for ML model deployment:

-
ML model loading management: allowing the MnS consumer to trigger, control and/or monitor the ML model loading process.
Management capabilities for AI/ML inference:

-
AI/ML inference management: allowing an MnS consumer to control the inference, i.e., activate/deactivate the inference function and/or ML model/models, configure the allowed ranges of the inference output parameters. The capabilities also allow the MnS consumer to monitor and evaluate the inference performance and when needed trigger an update of an ML model or an AI/ML inference function.
The use cases and corresponding requirements for AI/ML management capabilities are specified in the following clauses.
End of quoted text
5.2.2.11.2.3
AI/ML functionalities management scenarios (relation with managed AI/ML features)
The Rel-18 specification [9] also documented AI/ML functionalities management scenarios in relation with managed AI/ML features which describe the possible locations of ML training function and AI/ML inference function involving the various 3GPP system domains.

Start of quoted text (from TS 28.105 [9])
4a.2
AI/ML functionalities management scenarios (relation with managed AI/ML features)
The ML training function and/or AI/ML inference function can be located in the RAN domain MnS consumer (e.g. cross-domain management system) or the domain-specific management system (i.e. a management function for RAN or CN), or Network Function. 

For MDA, the ML training function can be located inside or outside the MDAF. The AI/ML inference function is in the MDAF.

For NWDAF, the ML training function can be located in the MTLF of the NWDAF or the management system, the AI/ML inference function is in the AnLF.

For RAN, the ML training function and AI/ML inference function can both be located in the gNB, or the ML training function can be located in the management system and AI/ML inference function is located in the gNB.
Therefore, there might exist several location scenarios for ML training function and AI/ML inference function. 

Scenario 1:

The ML training function and AI/ML inference function are both located in the 3GPP management system (e.g. RAN domain management function). For instance, for RAN domain-specific MDA, the ML training function and AI/ML inference functions for MDA can be located in the RAN domain-specific MDAF. As depicted in figure 4a.2-1.
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Figure 4a.2-1: Management for RAN domain specific MDAF

Similarly, for CN domain-specific MDA the ML training function and AI/ML inference function can be located in CN domain-specific MDAF.
Scenario 2:
For RAN AI/ML capabilities the ML training function is located in the 3GPP RAN domain-specific management function while the AI/ML inference function is located in gNB. See figure 4a.2-2.
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Figure 4a.2-2: Management where the ML model training is located in RAN domain management function and AI/ML inference is located in gNB

Scenario 3:
The ML training function and AI/ML inference function are both located in the gNB. See figure 4a.2-3. 
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Figure 4a.2-3: Management where the ML model training and AI/ML inference are both located in gNB

Scenario 4:
For NWDAF, the ML training function and AI/ML inference function are both located in the NWDAF. See figure 4a.2-4.
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Figure 4a.2-4: Management where the ML model training and AI/ML inference are both located in CN

End of quoted text
[1868_NEC_end]

5.2.2.12
Rel-19 SA WG5 SID - AI/ML management - phase 2 (FS_AIML_MGT_Ph2)

5.2.2.12.1
Description

The objectives of this study item include:

-
Continuation of AI/ML Studies: Continue the study on AI/ML emulation, AI/ML inference coordination, and ML knowledge transfer that are leftover from Rel-18.

-
Management Aspects of AI/ML Functionalities Defined by Other 3GPP WGs:

-
AI/ML Model Transfer in 5GS: Study the management aspects (LCM, CM, and PM) of AI/ML model transfer in 5GS, as defined in SA WG1.

-
5GS Support for AI/ML-Based Services: Investigate the management aspects of 5GS support for AI/ML-based services, as defined in SA WG2.

-
Support for AI/ML Services at Application Enablement Layer: Examine the management aspects of support for AI/ML services at the application enablement layer, as defined in SA WG6.

-
Management Aspects of AI/ML Functionalities Defined by SA WG5:

-
Management Data Analytics (MDA) Phase 3: Study the management aspects (LCM, CM, and PM) of AI/ML functionalities defined by SA WG5, including MDA phase 3.

[1870_NEC]

-
Management Aspects of AI/ML Functionalities Defined by Other 3GPP WGs:

-
AI/ML Model transfer/delivery in RAN.

-
5GS Support for AI/ML-Based Services: Investigate the management aspects of 5GS support for AI/ML-based services, as defined in SA WG2.

-

-
Management Aspects of AI/ML Functionalities Defined by SA WG5:

-
Management Data Analytics (MDA) as defined by SA5, eMDAS (Enhancements of Management Data Analytics Service.
[1870_NEC_end]
-
AI/ML Management and Operation Capabilities: Investigate the AI/ML management and operation capabilities to support different types of AI/ML technologies needed for AI/ML in 5GS, such as Federated Learning, Reinforcement Learning, Online and Offline Training, Distributed Learning, and Generative AI.

-
Sustainability Aspects of AI/ML:

-
Energy Consumption/Efficiency Impacts: Evaluate the energy consumption and efficiency impacts associated with AI/ML solutions for all operational phases (training, emulation, deployment, inference).

-
Trustworthiness Aspects Related to AI/ML Functionalities in 5GS:

-
Concept of Trustworthiness: Further study the concept of trustworthiness for AI/ML in the context of OAM.

-
Data for Trustworthiness Indicators: Identify and analyze data (e.g. measurements, events) to support the calculation of trustworthiness indicators.

5.2.2.12.2
Activities summary

Editor's note:
This clause describes high-level AI/ML activities e.g. LCM for AI/ML, data collection/storage/exposure, model training/delivery/ (de)-activation/inference emulation, inference/storage/exposure, performance evaluation and accuracy monitoring. Clause(s) may be added to capture details.

[1870_NEC]

The Technical Report 28.858 [19] proposed enhanced AI/ML management capabilities and services for the 5G System (5GS), building on Rel-18 work. These capabilities and services were developed based on a range of use cases, corresponding potential requirements, and possible solutions. The report addressed AI/ML management across management and orchestration systems, the 5GC, and NG-RAN, covering lifecycle aspects including model training, inference emulation, deployment, and operational inference. It also investigated AI/ML management capabilities supporting emerging AI/ML technologies such as Federated Learning, Reinforcement Learning, Pre-training, Fine-tuning, and Distributed Training, while also considering limited aspects of sustainability and trustworthiness within the 5G system.

The report developed key concepts and relevant terminologies foundational to understanding AI/ML management and orchestration capabilities in the 5GS. It defines terms that extend existing Rel-18 definitions, highlighting core principles and concepts that support AI/ML lifecycle management capabilities.

For the normative specification development phase, the report recommends specifying AI/ML management capabilities aligned with the relevant use cases, requirements, and solutions for AI/ML lifecycle management steps covered by the study. These capabilities should address specific functionalities defined by 3GPP, including:
Furthermore, detailed capabilities should support the following use cases for each corresponding lifecycle management step:

-
NG-RAN AIML-based Coverage and Capacity Optimization, and NG-RAN AIML-based Network Slicing defined by RAN3,

-
Model delivery/transfer as defined by RAN1/2,

-
ML model training and AI/ML inference functions for 5GC as defined by SA2, and

-
MDA (Management Data Analytics) as defined by SA5.

Furthermore, detailed capabilities should support the following use cases for each of the corresponding lifecycle management step:
ML model training
-
ML-Knowledge-based Transfer Learning
-
ML pre-training
-
ML Fine-tuning
-
ML model training for multiple contexts
-
ML training data statistics
-
ML model confidence
-
Management of Reinforcement Learning
- 
Sustainable AI/ML for ML training
- 
ML model Distributed training
- 
Management of Federated Learning
- 
ML authentication
- 
AI/ML prediction latency
- 
ML explainability

AI/ML inference emulation
- 
ML inference emulation
- 
ML inference emulation environment selection

AI/ML deployment
- 
Enhance the ML model loading use case
- 
Managing ML model transfer/delivery

AI/ML inference
- 
Coordination between and orchestration of the ML capabilities
- 
Sustainable AI/ML for AIML inference
- 
ML remedial action management
- 
Managing ML models in use in a live network
- 
AI/ML prediction latency
- 
ML explainability
[1870_NEC_end]

5.2.2.13
Rel-19 SA WG6 SID - Application layer support for AI/ML services (FS_AIMLAPP)

5.2.2.13.1
Description

The objective of this study is to enable support for AI/ML services at the application enablement layer. This includes the following:
[1860_Lenovo+rev1]
-
Analysis of Rel-18 and Rel-19 Requirements: Analyse the requirements in [6] related to AI/ML model distribution, transfer, and training. Identify key issues and develop corresponding architectural requirements at the application enablement layer, along with potential enhancements to the application layer architecture.

-
Architectural and Functional Implications: Study the architectural and functional implications on existing SA WG6 application enablers (e.g. ADAES, other SEAL services, EDGEAPP) for supporting AI/ML lifecycle operations. This includes operations such as data collection, data preparation, training, inference, and federated learning for ML models used in ADAE layer analytics.

-
Potential Solutions and APIs: Identify potential solutions, including information flows and developer-friendly application enablement APIs, to satisfy the architectural requirements and enhancements identified in the previous points.

-
Impact on Deployments and Business Models: Investigate the possible impacts of application layer support for AI/ML services on different deployments and business models.

5.2.2.13.2
Activities summary


In this study, 3GPP TR 23.700-82 [7] described the AI/ML enablement capabilities for supporting vertical use cases. The summary of the AIMLE activities is described in clause 5.2.2.14.2 as part of the WID activities.
In this study, 3GPP TR 23.700-82 [7] described the AI/ML enablement capabilities for supporting vertical use cases. The agreed AIMLE activities which were progressed in normative phase are described in clause 5.2.2.14.2.

[1860_Lenovo_end]
5.2.2.14
Rel-19 SA WG6 WID - Application enablement for AI/ML services (AIML_App)

5.2.2.14.1
Description

The objectives of this work include the following:

Develop Stage 2 normative technical specification for AIML enablement service as a new SEAL service, based on the key issues, architecture, solutions, and conclusions captured in [e]. The Stage 2 normative technical specification will include the following aspects:
[1860_Lenovo+rev1]
Develop Stage 2 normative technical specification for AIML enablement service as a new SEAL service, based on the key issues, architecture, solutions, and conclusions captured in [7]. The Stage 2 normative technical specification will include the following aspects:
[1860_Lenovo_end]
-
Architecture requirements, deployment models and application architecture for AIML service enablement over 3GPP networks.

-
Procedures, information flows and APIs supporting concluded solutions related to AIML enablement capabilities for AI/ML, FL (e.g. Vertical FL among VAL UEs, Horizontal FL), Transfer Learning. Such capabilities include:

-
Support AIML client management (e.g. registration, discovery) and selection.

-
Support AIML service lifecycle management aspects (e.g. training, inference, data management).

-
Support AIML operation split and ML model distribution operations.

-
Support AIML operations in edge / distributed deployments.

-
Procedures information flows and APIs supporting concluded solutions for application layer support capabilities related to new ADAE analytics services. Such new analytics services include:

-
DN Energy Analytics.

-
Analytics for supporting FL.

Identify potential enhancements to other enablement frameworks (e.g. SEAL, EGDEAPP and CAPIF) based on the specified solutions for the above objectives.

5.2.2.14.2
Activities summary
[1860_Lenovo+rev1]

In AIML_App, the following logical entities have been introduced within SEAL frmaework (as illustrated in Figure 5.2.2.13.2-1):

· AIMLE server includes of a common set of services for exposure of AIML functionality, including federated and distributed learning (e.g., FL client registration management, FL client discovery and selection), and reference points. The AIMLE services are offered to the vertical application layer (VAL) and include:

· Support for application-layer ML model related aspects, including model retrieval, model training, model monitoring, model selection, model update and model storage / discovery.

· Assistance in AI/ML task transfer and split AI/ML operations.

· Support HFL/VFL operations, including FL member registration, FL grouping and FL-related events notification, VFL feature alignment, HFL training, ML model training capability evaluation for FL (HFL/VFL).

· Support for AIMLE client registration, discovery, participation and selection.
· AIMLE client functional entity acts as the application client supporting AIMLE services. 
· ML repository is a logical entity that serves both as a registry for AI/ML members or FL members and as a repository for application layer ML model related information. It can be accessed by the AIMLE server.

5.2.2.14.2.1

AI/ML functional entities

As part of AIML_App work the following functional entities have been defined.

AIMLE server is a newly defined SEAL server which includes of a common set of services for comprehensive enablement of AIML functionality. AIMLE server defines the following group of capabilities:

· Support for application-layer ML model related aspects, including model retrieval, model training, model monitoring, model selection, model update and model storage / discovery.

· Assistance in AI/ML task transfer and split AI/ML operations.

· Support HFL/VFL operations, including FL member registration, FL grouping and FL-related events notification, VFL feature alignment, HFL training.

· Support for AIMLE client registration, discovery, participation and selection.
AIMLE client functional entity acts as the application client supporting AIMLE services. 
ML repository is an entity that serves as:

· a registry for ML/FL members (application layer entities participating in an AI/ML operation) and 

· as a repository for application layer ML model related information.

5.2.2.14.2.1
Model Lifecycle enablement for AI/ML

Some AIMLE capabilities are applicable to ML model lifecycle enablement which provides assistance for use cases where an ASP/VAL layer wants to find and use other application entities to perform some ML operations (e.g. ML model inference) and AIMLE server as a mediator to accomplish that.

An example including some capabilities is illustrated in Figure 5.2.2.14.2.3-1 as depicted also in Annex C.4 of [34]. In this figure, the support capabilities are based on AIMLE capabilities identified in this specification. In particular, AIMLE is undertaking:

· ML model related support capabilities such as model retrieval, discovery and storage (as covered in procedures in clauses 8.2 and 8.11 of [34] ) 

· ML operation related support capabilities such as VFL/ HFL and TL enablement, Split AI/ML Operation support, Data management assistance, AI/ML task transfer, FL assistance in member grouping, registration and event notification (as covered in procedures in clauses 8.4, 8.6, 8.12, 8.14, 8.15-8.18 of [34]).

· AIMLE client related support capabilities, including AIMLE client registration, discovery, participation, monitoring, selection (as covered in procedures in clauses 8.7-8.10, 8.13 of [34]).  
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Figure 5.2.2.14.2.1-1: ML model Lifecycle Enablement  
5.2.2.14.2.2
Data Collection/Storage/Exposure activites.

Analysis of data collection activities as part of AIML_App work.

Data Collection in TS 23.482 refers to application data collection from the UE. EVEX mechanism can be reused for data collection as described in 3GPP TS 26.531.

ML model performance degradation can be detected in the AI/ML enablement by leveraging ADAES, e.g., based on information collected from analytics consumer. In AIML_App, one possible use of AI/ML enablement is for supporting ML-enabled ADAES analytics services (as specified in TS 23.436). For Data Collection and Storage related to ADAES analytics:

· Application layer - Data Collection and Coordination Function (A-DCCF) coordinates the collection and distribution of data requested by the consumer (ADAE server). Data Collection Coordination is supported by a A-DCCF. ADAE server can send requests for data to the A-DCCF rather than directly to the Data Sources. A-DCCF may also perform data processing/abstraction and data preparation based on the VAL server requirements.

· Application layer – Analytics and Data Repository Function (A-ADRF) stores historical data and/or analytics, i.e., data and/or analytics related to past time period that has been obtained by the consumer (e.g. ADAE server). After the consumer obtains data and/or analytics, consumer may store historical data and/or analytics in an A-ADRF. Whether the consumer directly contacts the A-ADRF or goes via the A-DCCF is based on configuration.
5.2.2.14.2.3
ML-related information storage and discovery for AI/ML

Analysis of ML model storage and exposure activities as part of AIML_App work.

In AIML_App, ML repository has been defined as 
1) a registry for AI/ML members or FL members (application layer entities participating in an AI/ML operation) and 
2) as a repository for application layer ML model related information.
AIMLE server stores the ML model to the ML repository along with the ML model information (e.g. ML model ID). AIMLE server can also discover the ML models under certain filtering criteria (e.g. applicable to an ADAES analytics ID).

AIMLE server also registers and stores information on VAL servers, AIMLE servers or AIMLE clients which are expected to serve as AI/ML members or FL members in a model lifecycle operation (e.g. ML training, FL, TL). AIMLE clients or other VAL servers can discover the availability and capabilities of registered AI/ML members or FL members for a given ML model ID. Such discovery allows e.g., the VAL server identifying the candidate FL members to be considered for an FL process.
5.2.2.14.2.4
Model training/delivery/ (de)-activation/inference emulation activities

In AIML_App, AIMLE server or the AIMLE client (at VAL UE side) can also be used for training an application layer ML model e.g. for given analytics service. Such ML model training can be used to support ADAES analytics services (as provided in TS 23.436). Based on the VAL request to provide ML-enabled analytics, ADAES may consume AIMLE services (e.g., for ML model training for a given analytics ID) to derive application layer data analytics.
The trained ML model can be delivered to VAL server or ADAES via the ML model training notification API.
3GPP SA6 has not defined any procedures for model (de)-activation and inference emulation.
5.2.2.14.2.5
ML model inference and delivery support for AI/ML

Analysis of ML model inference activities as part of AIML_App work.

3GPP SA6 has not defined dedicated procedures for supporting ML model inference; however, it provides assistance for registering and discovering AIMLE clients serving as ML model inference entities for a given analytics ID or model ID or split operation pipeline.
5.2.2.14.2.6
Performance evaluation and accuracy monitoring activities
Analysis of ML model performance evaluation and monitoring activities as part of AIML_App work.

AIMLE server based on VAL request provides a capability for monitoring and detecting a degradation related to an ML operation / analytics operation and translating to an ML model performance degradation (expected or predicted) and performing a trigger action to alleviate this issue (new model training or re-training). Such trigger action may be either an adaptation of the AIMLE service, such as training of a new ML model for the AIMLE by the same or a different AIMLE client, or re-training of the ML model.
AIML_App has provided the basic capability for performance monitoring activity, which is expected to be further worked in further release.
[1860_Lenovo_end]
5.2.2.15
Rel-19 CT WG4 WID - Protocol for AI Data Collection from UPF (FS_PAIDC-UPF)
5.2.2.15.1
Description

In Rel-18, the UPF offers services to the NEF, AF, SMF, NWDAF, DCCF, MFAF via the Nupf service based interface for data collecting in AI/ML related activities. In Rel-19, CT WG4 is studying "Protocol for AI Data Collection from UPF", which aims at studying UPF data Collection for AI/ML and whether alternative protocols, or enhancements to the existing SBI protocol, are needed to optimize the AI/ML data collection while ensuring secure, scalable and reliable data transfers across the core network identifies.

5.2.2.15.2
Activities summary

Editor's note:
This clause describes high-level AI/ML activities e.g. LCM for AI/ML, data collection/storage/exposure, model training/delivery/ (de)-activation/inference emulation, inference/storage/exposure, performance evaluation and accuracy monitoring. Clause(s) may be added to capture details.
�Change introduced by Lenovo 1860+rev1


�Change proposed from Lenovo 1860_Rev1


�Deletion proposed by Lenovo 1860 rev1
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