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6
Analysis on AI/ML across 3GPP

6.1
General

This clause will identify any potential misalignments and inconsistencies for AI/ML across 3GPP, based on clause 5.
NOTE:
Any RAN related aspects are subject to early coordination and feedback from TSG RAN.

6.2
AI/ML related terminology
6.2.1
Analysis on terminology consistency

[1832_OPPO]
6.2.1
Analysis on AI/ML model related terminology consistency
[1832_OPPO end]
This clause identifies any potential misalignments and inconsistencies for AI/ML terminology across 3GPP, based on clause 5.
6.2.1.1
Analysis on ML model

The term 'ML model' has been defined differently by SA WG5, SA WG6 and RAN WG1, as illustrated in Table 6.2.1.1-1.

[1829_NEC]

TS 28.105 [9] (referred by TR23.700-82 [7]), TR 38.843 [3] and TR37.817 [17] introduce definitions of ML model. The three definitions describe that an ML model generates outputs such as inference, predicted information and/or decision parameters. The clause 6.2.1.2 describes about how an ML model is generated.  
[1829_NEC end]
Editor's note:
Further analysis may be needed, e.g. to determine whether a unified definition can be derived.

Table 6.2.1.1-1: Definition of ML model as defined across 3GPP WGs
	TSG (TS/TR)
	ML model

	SA WG5 TS 28.105 [9]
	A manageable representation of an ML model algorithm.

NOTE 1:
An ML model algorithm is a mathematical algorithm through which running a set of input data can generate a set of inference output.

NOTE 2:
An ML model algorithm is proprietary and not in scope for standardization and therefore not treated in this specification.

NOTE 3:
An ML model may include metadata. Metadata may include e.g. information related to the trained model, and applicable runtime context.

	SA WG6 TR 23.700-82 [7]
	According to TS 28.105 [9], mathematical algorithm that can be "trained" by data and human expert input as examples to replicate a decision an expert would make when provided that same information.

	RAN WG1 TR 38.843 [3]
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs.


[1832_OPPO]
	RAN WG3 TR 37.817
	A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information and/or decision parameters, based on a set of inputs


[1832_OPPO end]
[1829_NEC]

	RAN WG3 TR37.817 [17]
	A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information and/or decision parameters, based on a set of inputs


[1829_NEC end]
[1860_Lenovo]

	SA WG6 TS 23.482 [34]
	According to TS 28.105 [9], mathematical algorithm that can be "trained" by data and human expert input as examples to replicate a decision an expert would make when provided that same information.


[1860_Lenovo]

[1840_Nokia]

The following definition for ‘ML model’ is proposed for adoption by all 3GPP Working Groups:
ML model:  A mathematical algorithm that applies ML techniques to generate a set of outputs based on a set of inputs. It may include metadata which consists of, e.g., information related to the trained model, and applicable runtime context. 
NOTE:
An ML model can be managed, stored, and transferred as artifacts, which may be containers, images, or proprietary file formats.
[1840_Nokia_end]
[1869_NEC]

Editor’s note: The text quoted from SA WG6 TR 23.700-82 in the table above is based on an earlier version of TS 28.105 and does not reflect the latest definition. The revised definition of the ML model in TS 28.105 is as shown in the first row of the table. It is recommended that future references align with the updated definition.
-
The TS 28.105 definition describes an ML model as a "manageable representation" of an ML algorithm, making it inherently generic and capable of application across domains (e.g., CN, RAN, Application layers), not just management and orchestration.
-
The inclusion of “metadata” in the definition, further supports cross-domain operability by capturing essential runtime and context-specific details ensuring models remain interoperable and interpretable across diverse domains. 
-
The unified definition allows seamless model exchange between the relevant 3GPP subsystems/domains specified by different WGs. For example, a model trained by the OAM can be deployed and integrated for inference in the respective domain (CN or RAN), yet it can still be life cycle managed by the management system, provided both adhere to a shared baseline definition of the model. 

-
Most SA WGs and RAN3 already started adopting the ML model definition in TS 28.105, reflecting its broad applicability.
-
Developing WG-specific definitions of "ML model" may lead to overlapping but conflicting interpretations, resulting in inefficiencies and potential integration challenges.

-
For example, while RAN WG1 focuses on the data-driven aspects of ML models, TS 28.105 captures a broader scope, encompassing operational considerations such as management, runtime, and metadata, which are crucial for broader applicability.

Recommendations: 

-
This TR should refrain from introducing new definitions, as SA delegates may lack domain-specific expertise across RAN, CN, and OAM. Instead, it is essential to rely on existing normative definitions where appropriate to ensure consistency, accuracy, and alignment across 3GPP domains.
- 
3GPP should adopt the TS 28.105 definition of "ML model" as the baseline for all WGs, leveraging its comprehensive, domain-agnostic nature while permitting domain-specific extensions where necessary.

-
Avoiding conflicting definitions will support a unified AI/ML framework across 3GPP, facilitating efficiency, consistency, and clarity.

-
By standardising this definition, 3GPP can streamline the development of AI/ML-related specifications across domains, minimising the need for redefinition and preventing conflicting interpretations.

-
The definition in TS 28.105 provides a clear and comprehensive description of an ML model, including its relationship with ML algorithms, metadata, and its role in generating outputs from input data.

-
A harmonised definition across all 3GPP WGs ensures alignment, reducing ambiguity and potential misinterpretation during inter-WG collaboration.
[1869_NEC_end]

6.2.1.2
Analysis on ML model training

The term 'ML model training' has been defined differently by SA WG5, SA WG6 and RAN WG1, as illustrated in Table 6.2.1.2-1. RAN WG3 follows the definition of SA WG5.

[1829_NEC]

TS 28.105 [9] introduces that an ML model algorithm is trained using training data resulting in the generation of an ML model as the output of the training process. In contrast, TR 38.843 [3] and TR 37.817 [17] use the term "ML model" to describe entities both before and after the ML model training stage. This creates an inconsistency in terminology across these documents. Specifically, while TS 28.105 differentiates between the algorithm (pre-training) and the trained model (post-training), the other documents do not. To resolve this inconsistency, it is proposed that the term "ML model algorithm" be consistently used to refer to the entity before training. This ensures clarity and avoids conflating the untrained algorithm with the trained ML model.
[1829_NEC end]
Editor's note:
Further analysis may be needed, e.g. to determine whether a unified definition can be derived.

Table 6.2.1.2-1: Definition of ML model training as defined across 3GPP WGs
	TSG (TS/TR)
	ML model training

	SA WG5 TS 28.105 [9]
	A process performed by an ML training function to take training data, run it through an ML model algorithm, derive the associated loss and adjust the parameterization of that ML model iteratively based on the computed loss and generate the trained ML model.

	SA WG6 TR 23.700-82 [7]
	According to TS 28.105 [9], ML model training includes capabilities of an ML training function or service to take data, run it through an ML model, derive the associated loss and adjust the parameterization of that ML model based on the computed loss.

	RAN WG1 TR 38.843 [3]
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference.

	RAN WG3 TS 38.300 [11]
	AI/ML Model Training follows the definition of the "ML model training" as specified in clause 3.1 of TS 28.105 [9].


[1832_OPPO]
	RAN WG3 TS 38.401
	AI/ML Model Training follows the definition of the "ML model training" as specified in clause 3.1 of TS 28.105 [9].

	RAN WG3 TR 37.817
	An online or offline process to train an AI/ML model by learning features and patterns that best present data and get the trained


[1832_OPPO end]
[1829_NEC]

	RAN WG3 TR37.817 [17]
	An online or offline process to train an AI/ML model by learning features and patterns that best present data and get the trained AI/ML model for inference.


[1829_NEC end]
[1860_Lenovo]

	SA WG6 TS 23.482 [34]
	According to TS 28.105 [9], ML model training includes capabilities of an ML training function or service to take data, run it through an ML model, derive the associated loss and adjust the parameterization of that ML model based on the computed loss.


[1860_Lenovo]

[1840_Nokia]

The following definition for ‘ML model training’ is proposed for adoption by all 3GPP Working Groups:
ML model training:  A process to train an ML Model by learning the input/output relationship in a data driven manner and obtain the trained ML Model for inference.   
[1840_Nokia_end]

[1832_OPPO]
The definition provided by SA WG5 may be overly specific, focusing primarily on limited model training algorithms, such as supervised learning. Other algorithms, such as reinforcement learning, may not align with this definition.
The definition from RAN WG1 is more broadly applicable to a wider range of AI/ML model training algorithms.
[1832_OPPO end]
[1877_NEC]

The definition of ML model training in TS 28.105 encapsulates the common aspects of ML training process which involves data intake, algorithmic processing, loss calculation, parameter optimization, and model generation in a technology agnostic and domain-flexible manner. Each element of the definition aligns naturally with the core ML principles applicable in RAN (real-time, data-driven optimization), CN (policy and traffic analytics), and OAM (lifecycle management). This makes it inherently suitable for adoption across all 3GPP domains with minimal adaptation.
Recommendation:

-
The TS 28.105 definition for ML model training provides a domain-agnostic framework that covers all aspects of ML model training including data processing, loss computation, parameter optimization, and model generation. Its flexibility ensures applicability across RAN, CN, and OAM.

-
Most SA WGs and RAN3 already adopts the definition from TS 28.105. 

-
It is therefore recommended to use the definition in TS 28.105.
[1877_NEC end]
6.2.1.3
Analysis on ML model re-training

The term 'ML model re-training' has been defined differently by SA WG5 and RAN WG1, as illustrated in Table 6.2.1.3-1. RAN WG1 introduces two new terms, i.e. ML model parameter update and ML model update, which is nothing but ML model re-training.

Editor's note:
Further analysis may be needed, e.g. to determine whether a unified definition can be derived.

Table 6.2.1.3-1: Definition of ML model re-training / ML model parameter update as defined across 3GPP WGs
	TSG (TS/TR)
	ML model re-training / ML model parameter update / ML model update

	SA WG5 TS 28.105 [9]
	ML model re-training: A process of training a previous version of an ML model and generate a new version.

	RAN WG1 TR 38.843 [3]
	ML model parameter update: A process of updating the model parameters of a model.

Model update: A process of updating the model parameters and/or model structure of a model


[1840_Nokia]
The term ML model re-training is proposed to be adopted by all 3GPP Working Groups rather than using different terms such as ‘ML model parameter update’ or ‘ML model update’ which means exactly the same. The following definition for ‘ML model re-training’ is proposed for adoption by all 3GPP Working Groups: 

ML model re-training:  A process of training a previous version of an ML model and generate a new version. Optionally, the new version of the ML model may also be tested and validated during re-training.
[1840_Nokia_end]

[1877_NEC]

The process of ML model re-training enhances the existing model while preserving prior learnings. It covers key aspects such as data intake, reuse of models and algorithms, iterative loss-driven updates, and model refinement. These elements are commonly applicable across the 3GPP domains including RAN (where real-time adaptability is typically required), CN (involving e.g., traffic and policy refinement), and OAM (lifecycle management). Also, by integrating new versioning aspects, this process enhances traceability, reproducibility, and operational reliability. The flexibility and efficiency of the re-training process make it suitable for addressing evolving domain-specific needs and features.
Recommendation:

-
The TS 28.105 definition for ML model re-training provides a domain-agnostic framework encompassing data processing, algorithm reuse, loss computation, iterative parameter optimization, and updated model generation. It supports the generation of new model versions, ensuring traceability and operational relevance.

-
The definition's flexibility encapsulates model parameter updates concept in the RAN and allows it to address re-training scenarios across RAN, CN, and OAM, including adapting models to the various scenarios e.g., dynamic radio conditions, evolving traffic patterns, and updated operational data.

-
It is therefore recommended to use the definition in TS 28.105 for ML model re-training across all 3GPP domains.
[1877_NEC end]
6.2.1.4
Analysis on ML model testing

The term 'ML model testing' has been defined differently by SA WG5 and RAN WG1, as illustrated in Table 6.2.1.4-1.
Editor's note:
Further analysis may be needed, e.g. to determine whether a unified definition can be derived.

Table 6.2.1.4-1: Definition of ML model testing as defined across 3GPP WGs
	TSG (TS/TR)
	ML model testing

	SA WG5 TS 28.105 [9]
	A process of testing an ML model using testing data.

	RAN WG1 TR 38.843 [3]
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.


[1840_Nokia]

The following definition for ‘ML model testing’ is proposed for adoption by all 3GPP Working Groups:
ML model testing:  A process of evaluating the performance of an ML model using test data different from data used for model training and validation.
[1840_Nokia_end]

6.2.1.5
Analysis on ML model inference

The term 'ML model inference' has been defined differently by SA WG5, SA WG6 and RAN WG1, as illustrated in Table 6.2.1.5-1. RAN WG3 follows the definition of SA WG5. 
Editor's note:
Further analysis may be needed, e.g. to determine whether a unified definition can be derived.
Table 6.2.1.5-1: Definition of ML model inference as defined across 3GPP WGs
	TSG (TS/TR)
	ML model inference

	SA WG5 TS 28.105 [9]
	A process of running a set of input data through a trained ML model to produce set of output data, such as predictions.

	SA WG6 TR 23.700-82 [7]
	According to TS 28.105 [9], ML model training includes capabilities of an ML model inference function that employs an ML model and/or AI decision entity to conduct inference.

	RAN WG1 TR 38.843 [3]
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs.

	RAN WG3 TS 38.300 [11]
	AI/ML Model Inference follows the definition of the "AI/ML inference" as defined in clause 3.1 of TS 28.105 [9].


[1832_OPPO]
	RAN WG3 TS 38.401
	AI/ML Model Inference follows the definition of the "AI/ML inference" as defined in clause 3.1 of TS 28.105 [9].

	RAN WG3 TR 37.817
	A process of using a trained AI/ML model to make a prediction or guide the decision based on collected data and AI/ML model


[1832_OPPO end]
[1860_Lenovo]

	SA WG6 TS 23.482 [34]
	According to TS 28.105 [9], ML model training includes capabilities of an ML model inference function that employs an ML model and/or AI decision entity to conduct inference.


[1860_Lenovo]

[1840_Nokia]

The following definition for ‘ML model inference’ is proposed for adoption by all 3GPP Working Groups:
ML model inference:  A process of running a set of inputs through a trained ML model to produce a set of outputs.
[1840_Nokia_end]

6.2.1.6
Analysis on ML model activation & ML model de-activation

The term 'ML model activation' and 'ML model deactivation' have been defined by RAN WG1, as illustrated in Table 6.2.1.6-1. SA WG5 mentions the terms ML activation and ML deactivation several times in TS 28.105 [9] but does not provide a definition.

Editor's note:
Further analysis may be needed, e.g. to determine whether a unified definition can be derived.

Table 6.2.1.6-1: Definition of ML model inference as defined across 3GPP WGs
	TSG (TS/TR)
	ML model inference

	RAN WG1 TR 38.843 [3]
	ML Model activation: enable an AI/ML model for a specific AI/ML-enabled feature.

ML Model deactivation: disable an AI/ML model for a specific AI/ML-enabled feature.


[1840_Nokia]

The following definition for ‘ML model activation’ and ‘ML model deactivation’ is proposed for adoption by all 3GPP Working Groups:
ML model activation: A process to enable an ML model for inference.

ML model deactivation: A process to disable an ML model for inference.
[1840_Nokia_end]

6.2.1.7
Analysis on ML model lifecycle

The term 'ML model lifecycle' has been defined by SA WG6, as illustrated in Table 6.2.1.7-1. However, SA WG2 TS 23.288 [8] SA WG2 TR 23.700-84 [4], SA WG4 TR 26.927 [12], SA WG5 TS 28.105 [9], SA WG6 TR 23.700-82 [7], RAN WG1 TR 38.843 [3] and RAN WG3 also mentions one or more phases of ML model life cycle without providing a clear definition of ML model lifecycle.

Editor's note:
Further analysis may be needed, e.g. to determine whether a unified definition can be derived.

Table 6.2.1.7-1: Definition of ML model lifecycle as defined across 3GPP WGs
	TSG (TS/TR)
	ML model lifecycle

	SA WG6 TR 23.700-82 [7]
	The lifecycle of an ML model includes data collection, data processing, model training, model verification, model, instantiation and deployment, model monitoring and termination of ML model components.


[1860_Lenovo]

	SA WG6TS 23.482 [34]
	The lifecycle of an ML model aka ML model operational workflow consists of a sequence of ML operations for a given ML task / job (such job can be an analytics task or a VAL automation task). This definition is aligned with the 3GPP definition on ML model lifecycle according to 3GPP TS 28.105 [9]. 


[1860_Lenovo]

[1840_Nokia]

The following definition for ‘ML model lifecycle’ is proposed for adoption by all 3GPP Working Groups:
ML model lifecycle:  The end-to-end process typically consisting of data processing, model training, model testing, model deployment, model monitoring and model maintenance.
NOTE 1: Data processing includes collecting and preparing the data for model training and model inference.

NOTE 2: Model training includes training and validating the model before deployment.

NOTE 3: Model testing includes testing the model before deployment.

NOTE 4: Model deployment includes making a trained ML model available for use in the target environment.

NOTE 5: Model monitoring includes observing the performance of the model once deployed for inference.

NOTE 6: Model maintenance includes updating the model, retraining the model and (de-)activating the model.

[1840_Nokia_end]

6.2.1.8
Analysis on ML model lifecycle management

SA WG5 describes the ML model lifecycle in clause 4a.0 of TS 28.105 [9], and ML model lifecycle management capabilities for ML model training, ML model testing, ML inference emulation, ML model deployment and ML inference in clause 6.1 of TS 28.105 [9].

[1840_Nokia]

SA WG5 describes the ML model lifecycle in clause 4a.0 of TS 28.105 [9], and ML model lifecycle management capabilities for ML model training, ML model testing, ML inference emulation, ML model deployment and ML inference in clause 6.1 of TS 28.105 [9]. The terms ‘ML model-based lifecycle management’, ‘ML-enabled functionality’, and ‘Functionality-based lifecycle management’ have been defined by RAN1, as illustrated in Table 6.2.1.8-x.
[1840_Nokia_end]

Editor's note:
Further analysis may be needed, e.g. to determine whether a unified definition can be derived.

[1840_Nokia]

	TSG (TS/TR)
	ML model lifecycle management / Functionality-based lifecycle management

	3GPP RAN1 TR 38.843 [e]
	ML model-based lifecycle management: Operates based on identified logical models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature / Feature Group and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side. The models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID.
(ML-enabled) Functionality: An AI/ML-enabled Feature/Feature Group enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
Functionality-based lifecycle management: Signaling procedure where network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI); operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature / Feature Group.


Table 6.2.1.8-x: Definitions of ML model-based lifecycle management, ML-enabled functionality and Functionality-based lifecycle management as defined across 3GPP WGs.

The following definition for ‘ML model lifecycle management’ is proposed for adoption by all 3GPP SA Working Groups:
ML model lifecycle management:  The management capabilities allowing a consumer to manage different phases of the ML model lifecycle as defined in clause 6.2.1.7. 

The following definition for ‘Functionality-based lifecycle management’ is proposed for adoption by all 3GPP RAN Working Groups:
Functionality-based lifecycle management: Signaling procedure where network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI); operates based on, at least, one configuration of AI/ML-enabled Feature / Feature Group or specific configurations of an AI/ML-enabled Feature/FG.
NOTE 1:
In the context of RAN1, RAN2 and RAN4, functionality-based lifecycle management does not consider training, testing and maintenance phases and consider them as implementation-specific.

NOTE 2:
Applicability of Functionality-based lifecycle management definition to/in TSG SA WGs is optional.
[1840_Nokia_end]

6.2.2
Analysis on Horizontal Federated Learning

The term 'Horizontal Federated Learning' has been defined in SA WG2 and RAN WG1 defines 'Federated Learning', as illustrated in Table 6.2.2-1.

[1832_OPPO]
6.2.2
Analysis on Federated Learning, Horizontal Federated Learning, and Vertical Federated Learning
The term 'Horizontal Federated Learning' and ‘Vertical Federated Learning' have been defined in SA WG2 and RAN WG1 defines 'Federated Learning', as illustrated in Table 6.2.2-1.
[1832_OPPO end]
[1845_China Telecom]
The term ‘Horizontal Federated Learning’ has been defined in SA2 and RAN1 defines ‘Federated Learning’, and SA5 also defines ‘Federated Learning’, as illustrated in Table 6.2.2-1. SA1 describes ‘Distributed/Federated learning’ in the service requirement for 5G system. For the term ‘Horizontal Federated Learning’ and ‘Vertical Federated Learning’, in TR 28.858 [19] SA5 uses the same definition as SA2 in TR 23.700-84 [4]. SA6 mentions the term ‘Federated Learning’, “Horizontal federated Learning’ and ‘Vertical Federated Learning’ in TS 23.482 [34], but definitions of these terms are not provided. 
Based on the topology and location where the learning tasks take place, SA5 categorizes AI/ML architectures into generative AI, centralized, distributed, and federated learning in TR 28.858 [19]. SA6 uses the term ‘Distributed Learning’ in TS 23.482 [34], but definition of this term is not given. In general, federated learning emphasizes the preservation of local data, ensuring that sensitive information remains within the local area, while distributed learning focuses on the efficient distribution of training workload.
Editor’s note: 
It is FFS whether distributed learning and federated learning should be considered different learning architectures and given separate definitions.
[1845_China Telecom end]
Editor's note:
Further analysis may be needed, e.g. to determine whether a unified definition can be derived.

Table 6.2.2-1: Definition of Horizontal Federated Learning as defined across 3GPP WGs

[1845_China Telecom]

	TSG (TS/TR)
	Horizontal Federated Learning


[1845_China Telecom end]
	TSG (TS/TR)
	ML model inference

	SA WG2 TR 23.700-84 [4]
	Horizontal Federated Learning: A federated learning technique without exchanging/sharing local data set, wherein the local data set in different FL clients for local model training have the same feature space for different samples (e.g. UE IDs).

	RAN WG1 TR 38.843 [3]
	Federated Learning: A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g. UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.


[1832_OPPO]
	SA WG2 TR 23.700-84 [4]
	Vertical Federated Learning: A federated learning technique without exchanging/sharing local data set, wherein the local data set in different VFL Participant for local model training have different feature spaces for the same samples (e.g. UE IDs).


[1832_OPPO end]
[1845_China Telecom]

	3GPP SA5 TR 28.858 [19]
	Federated Learning: a distributed machine learning approach where the ML model is trained collaboratively by multiple ML training functions including one acting as an FL server and multiple acting as FL clients iteratively without exchanging data samples.

	3GPP SA1 TS 22.261 [6]
	Distributed/Federated Learning over 5G system: The cloud server trains a global model by aggregating local models partially-trained by each end devices. Within each training iteration, a UE performs the training based on the model downloaded from the AI server using the local training data. Then the UE reports the interim training results to the cloud server via 5G UL channels. The server aggregates the interim training results from the UEs and updates the global model. The updated global model is then distributed back to the UEs and the UEs can perform the training for the next iteration.


[1845_China Telecom end]
[1832_OPPO]
The definition of Federated Learning provided by RAN WG1 appears to only apply to Horizontal Federated Learning, as the phrase "each performing local model training using local data samples" implies that the data samples at individual nodes are distinct. The key difference between Horizontal Federated Learning and Vertical Federated Learning lies in the characteristics of the local datasets:

- Horizontal Federated Learning: Local datasets have the same features but different samples.

- Vertical Federated Learning: local data sets have different features but share same samples.
[1832_OPPO end]
[1840_Nokia]

The following definition for ‘Horizontal Federated Learning’ is proposed for adoption by all 3GPP Working Groups:
Horizontal Federated Learning:  A federated learning technique without exchanging/sharing local data set, wherein the local data set in different HFL clients for local model training have the same feature space for different samples.
[1840_Nokia_end]

6.2.3
Analysis on Vertical Federated Learning

The term 'Vertical Federated Learning' has been defined in SA WG2 and RAN WG1 defines 'Federated Learning', as illustrated in Table 6.2.3-1.

Editor's note:
Further analysis may be needed, e.g. to determine whether a unified definition can be derived.

Table 6.2.3-1: Definition of Horizontal Federated Learning as defined across 3GPP WGs
	TSG (TS/TR)
	ML model inference

	SA WG2 TR 23.700-84 [4]
	Vertical Federated Learning: A federated learning technique without exchanging/sharing local data set, wherein the local data set in different VFL Participant for local model training have different feature spaces for the same samples (e.g. UE IDs).

	RAN WG1 TR 38.843 [3]
	Federated Learning: A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g. UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.


[1840_Nokia]

The following definition for ‘Vertical Federated Learning’ is proposed for adoption by all 3GPP Working Groups:
Vertical Federated Learning:  A federated learning technique without exchanging/sharing local data set and local ML models, wherein the local data set in different VFL clients for local model training have different feature spaces for the same samples.
[1840_Nokia_end]

[1832_OPPO]




	
	

	
	

	
	


[1832_OPPO end]
6.2.4
Analysis on Decision vs Prediction vs Output

RAN WG1 and RAN WG3 only uses "prediction" in all corresponding ML related TRs/TSs. SA WG2 uses "output" in all corresponding TRs/TSs where output may include both statistics and predictions. SA WG5 uses "decision" in all corresponding TRs/TSs with few occurrences of "prediction".

Editor's note:
Further analysis may be needed, e.g. to determine whether a unified definition can be derived.

[1840_Nokia]

The term “output” is proposed to be used by all 3GPP Working Groups since output may include decision or prediction or statistic or recommendation.
[1840_Nokia_end]

6.2.5
Analysis on ML vs AI vs AI/ML

RAN WG1, RAN WG2, RAN WG3 and SA WG1 only uses "AI/ML" in all corresponding ML related TRs/TSs. SA WG2 uses a mix of "ML" and "AI/ML" in all corresponding ML related TRs/TSs. SA WG3, SA WG4 and SA WG6 uses a mix of "AI/ML", "AI" and "ML" in all corresponding ML related TRs/TSs. SA WG5 uses "ML" for training/testing/emulation and "AI/ML" for inference in all corresponding ML related TRs/TSs.

Editor's note:
Further analysis may be needed, e.g. to determine whether a unified definition can be derived.

[1840_Nokia]

The term “ML” is proposed to be used by all 3GPP Working Groups considering only ML related aspects of AI are discussed in Rel-18 and Rel-19 and nothing about other aspects of AI.
[1840_Nokia_end]

[1832_OPPO]
In Annex A.1 of TR 22.874 [5], definitions of Artificial Intelligence (AI) and Machine Learning (ML) are provided, with ML identified as a subfield of AI. While these terms do not lead to significant differences or misunderstandings within 3GPP, using a unified term like "AI/ML" could be a suitable and consistent approach.
[1832_OPPO end]
[1832_OPPO]
6.2.6
Analysis on split AI/ML operation vs split AI/ML inference
The terms “split AI/ML operation” and “split AI/ML inference” are used interchangeably in SA1 TR 22.874. Although this interchangeable usage is not observed in TRs/TSs of other working groups, it is important to clarify these terms to prevent potential confusion.
Split AI/ML operation refers to dividing of the entire AI/ML workflow across multiple network entities or nodes.
Split AI/ML inference specifically refers to dividing the inference process—where a trained AI/ML model generates predictions or decisions—across different network entities or nodes.

They should be used properly depending on the context.
Editor's note:
Further analysis may be needed, e.g. to determine whether a unified definition can be derived.
6.2.7
Analysis on distributed learning vs federated learning
The terms “distributed learning” and “federated learning” are often used together as “distributed/federated learning” in SA1 TR 22.874 and TS 22.261. While the mixed usage is not observed in TRs/TSs of other working groups, it is important to clarify these terms to prevent potential confusion.
Distributed learning refers to a training process distributed across multiple nodes. Each node processes a subset of the data or model, and intermediate results are aggregated to update the global model.
Federated learning is a specific type of distributed learning where the data remains decentralized.
Although the terms are related, they are not identical and should be used appropriately based on the context.
6.2.8
Analysis on AI/ML client and server
The term 'AI/ML server', 'FL server', and 'VFL server' have been defined by SA WG6 and SA WG2, as illustrated in Table 6.2.8-1. 
Table 6.2.8-1: Definition of AI/ML server, FL server, and VFL server as defined across 3GPP WGs
	TSG (TS/TR)
	AI/ML server, FL server, VFL server

	SA WG6 TR 23.700-82
	AI/ML server: an application layer entity which is an AI/ML endpoint and performs server-side operations (e.g. related to the ML model lifecycle). Such AI/ML server can be a VAL server or AIML enabler server.

	SA WG6 TR 23.700-82
	FL server: An FL member which generates global ML model by aggregating local model information from FL clients.

	SA WG2 TR 23.700-84
	VFL server: An NWDAF or AF that integrates local training results, computes gradient information or loss information and send them to VFL client(s) for the local ML model update in VFL training process. It also coordinates the VFL training process by discovering and selecting VFL clients. In VFL inference process, The VFL server aggregates local inference results from VFL clients to generate the final VFL inference result and sends the final VFL inference result to the consumer. Only one VFL server may exist for each VFL process


The term AI/ML client', 'FL client', and 'VFL client' have been defined by SA WG5, SA WG6 and SA WG2, as illustrated in Table 6.2.8-2. 
Table 6.2.8-2: Definition of AI/ML client, FL client, and VFL client as defined across 3GPP WGs
	TSG (TS/TR)
	AI/ML client, FL client, VFL client

	SA WG6 TR 23.700-82
	AI/ML client: an application layer entity (also referred as ML client) which is an AI/ML endpoint and performs client-side operations (e.g. related to the ML model lifecycle). Such AI/ML client can be a VAL client or AIML enabler client and may be configured e.g. to provide ML model training and inference locally e.g. at the VAL UE side.

	SA WG6 TR 23.700-82
	FL client: An FL member which locally trains the ML model as requested by the FL server.

	SA WG2 TR 23.700-84
	VFL client: An NWDAF or AF that holds the local dataset and performs local training and inference as asked by VFL Server. There can be multiple VFL Clients in VFL training and inference


6.2.9
Analysis on data collection
The term data collection has been defined by RAN WG1 and RAN WG3, as illustrated in Table 6.2.9-1
Table 6.2.9-1: Definition of Data Collection as defined across 3GPP WGs
	TSG (TS/TR)
	Data Collection

	RAN WG1 TR-38.843
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	RAN WG3 TR 37.817
	Data collected from the network nodes, management entity or UE, as a basis for AI/ML model training, data analytics and inference


[1832_OPPO end]
[1845_China Telecom]

6.2.X Analysis on Transfer Learning 
The term ‘Transfer Learning’ has been defined by SA5, as illustrated in Table X. SA6 mentions the term Transfer Learning’ in TS 23.482 [34], but definition of the term is not given. SA1 also uses the term ‘Transfer Learning’ in TS 22.261 [6] and TR 22.876 [21] without providing definitions of the term.
Editor’s note:
 Further analysis may be needed, e.g. to determine whether a unified definition can be derived.
Table X: Definition of Transfer Learning as defined across 3GPP WGs
	TSG (TS/TR)
	Transfer Learning

	3GPP SA5 TR 28.858 [19]
	ML Knowledge-based Transfer Learning: a technique where the knowledge gained from training of one or more ML models is applied or adapted to improve or develop another ML model.


[1845_China Telecom end]
6.3
AI/ML related features

6.3.X
Analysis on feature alignment #X <alignment title>

Editor's note:
This clause describes AI/ML related terminology features misalignments, including cross-domain (UE, RAN, core network, media, OAM, and application enablement) aspects. Examples of areas to be investigated are LCM for AI/ML, data collection/storage/exposure, model training/delivery/ (de)-activation/inference emulation, inference/storage/exposure, performance evaluation and accuracy monitoring.
[1841_Nokia]
6.3.X
Analysis on ML model training

The analysis focuses on the specifications from SA WG2, SA WG5 and SA WG6, considering these are the working groups defining services and operations related to ML model training in 3GPP Release 18. SA WG1, SA WG3, SA WG4, RAN WG1, RAN WG2, and RAN WG3 have not defined any services or operations related to ML model training. 

Table 6.3.X-x provides a detailed overview of the specific services defined by each working group. 

The key findings from the analysis are as follows:

· SA WG2: Emphasizes a structured approach to ML model training services by defining a clear consumer-producer relationship. This enables specific entities to consume and produce these services, ensuring a well-defined and controlled environment for service utilization.

· SA WG5: Offers a more flexible approach by defining generic ML model training services. This allows for greater adaptability in implementation and usage, without the constraints of a specific consumer-producer relationship.

· SA WG6: Mirrors the approach of SA WG2, prioritizing a clear consumer-producer relationship for its defined services. This aligns with the structured approach advocated by SA WG2.
Editors’ note:
This analysis is based on Release 18 and does not consider Release 19. Further analysis needs to be conducted as Release 19 matures and normative work progresses. 

While SA WG2 and SA WG6 restrict the potential producers and consumers, SA WG5 emphasizes flexibility and adaptability. The choice of approach will depend on the specific needs and requirements of the individual service provider and consumer. 

Editor’s note: Further investigation is needed to understand the implications of these different approaches and their impact on the overall 3GPP ecosystem.
	ML Model Training

	TSG (TS/TR)
	Service/API Type
	Service/API/IOC Name
	Description [Consumer, Producer]

	SA WG2 TS 23.288 [8]
	ML Model Provisioning Services
	Nnwdaf_MLModelProvision_Subscribe
	The consumer subscribes to NWDAF ML model provision with specific parameters to receive a notification when an ML Model matching the subscription parameters becomes available.
Consumer: NWDAF AnLF, LMF

Producer: NWDAF MTLF

	
	
	Nnwdaf_MLModelProvision_Unsubscribe
	The consumer unsubscribes to NWDAF ML model provision.

Consumer: NWDAF AnLF, LMF

Producer: NWDAF MTLF

	
	
	Nnwdaf_MLModelProvision_Notify
	The NWDAF notifies the ML model information to the consumer which has subscribed to the NWDAF ML model provision service.

Consumer: NWDAF AnLF, LMF

Producer: NWDAF MTLF

	
	ML Model Information Services
	Nnwdaf_MLModelInfo_Request
	The consumer requests and gets NWDAF ML Model Information.

Consumer: NWDAF AnLF, LMF

Producer: NWDAF MTLF

	
	ML Model Training Services
	Nnwdaf_MLModelTraining_Subscribe
	The consumer subscribes to NWDAF ML model training with specific parameters.

Consumer: NWDAF MTLF

Producer: NWDAF MTLF

	
	
	Nnwdaf_MLModelTraining_Unsubscribe
	The consumer terminates NWDAF ML model training.

Consumer: NWDAF MTLF

Producer: NWDAF MTLF

	
	
	Nnwdaf_MLModelTraining_Notify
	The NWDAF notifies about the trained ML model to the consumer which has subscribed to the NWDAF ML model training service.

Consumer: NWDAF MTLF

Producer: NWDAF MTLF

	
	ML Model Training Information Services
	Nnwdaf_MLModelTrainingInfo_Request
	The consumer requests for the information about NWDAF ML model training with specific parameters.

Consumer: NWDAF MTLF

Producer: NWDAF MTLF

	SA WG5 TS 28.105 [9]
	ML Training Management Services
	MLTrainingRequest
	It represents the ML model training request to train an ML model which is triggered by the ML training MnS consumer towards the ML training MnS producer.

Consumer: Any authorized network function, any authorized management function, operator

Producer: Any function that is capable of training an ML model

	
	
	MLTrainingReport
	It represents the ML model training report provided by the ML training MnS producer to the ML training MnS consumer who has requested for ML model training.

Consumer: Any authorized network function, any authorized management function, operator
Producer: Any function that is capable of training an ML model


	
	
	MLTrainingProcess
	It represents the ML model training process. When a ML model training process starts, an instance of the MLTrainingProcess is created by the MnS Producer and notification is sent to MnS consumer who has subscribed to it.
Consumer: Any authorized network function, any authorized management function, operator
Producer: Any function that is capable of training an ML model

	SA WG6 TS 23.482 [34]
	ML Model Training APIs
	Aimles_MLModelTraining Request
	The consumer sends an ML model training request to the producer, requesting to assist in its ML model training. This request consists of ML model information or ML model requirement information, etc. 

Consumer: VAL server

Producer: AIMLE Server

	
	
	Aimles_MLModelTraining Response
	If the consumer is authorized, the producer identifies and selects the appropriate ML model for training based on the ML model requirement information. The producer returns a success response indicating the selected ML model for training; otherwise, a failure response indicating the reason for failure.
Consumer: VAL server

Producer: AIMLE Server


Table 6.3.X-x: ML model training related services and operations as specified across 3GPP WGs

[1841_Nokia_end]

[1842_Nokia]

6.3.X
Analysis on ML model inference
This clause focuses on the specifications from SA WG2, SA WG5 and SA WG6, considering these are the working groups defining services and operations related to ML model inference in 3GPP Release 18. SA WG1, SA WG3, SA WG4, RAN WG1, RAN WG2, and RAN WG3 have not defined any services or operations related to ML model inference. 
Table 6.3.X-x provides a detailed overview of the specific services defined by each working group. 

The key findings from the analysis are as follows:

· SA WG2: Defines ML model inference services through a clear consumer-producer relationship. It defines several analytics types in TS 23.288 [8], each one supported by the NWDAF/RE-NWDAF AnLF and requested/subscribed by the NWDAF/RE-NWDAF AnLF consumer using the defined ML model inference services.
· SA WG5: Defines generic ML model inference services without specific consumer-producer relationship in 3GPP TS 28.105 [9] and 3GPP TS 28.104 [y]. It defines several analytics types in TS 28.104 [y], each one supported by an MnS producer and requested by the MnS consumer using the defined ML model inference services.

· SA WG6: Defines individual ML model inference services for each analytics type. It defines several analytics types in 3GPP TS 23.436 [33].
Editor’s note: This analysis is based on Release 18 and does not consider Release 19. Further analysis needs to be conducted as Release 19 matures and normative work progresses. 

While SA WG2 and SA WG6 restrict the potential producers and consumers, SA WG5 emphasizes flexibility and adaptability. Moreover, SA WG2 and SA WG5 defines several analytics types that can be supported by an entity and requested by another entity using the defined ML model inference services. However, in SA WG6, individual services are defined for each analytics type, lacking a generic analytics service definition as seen in SA WG2 and SA WG5. 
Editor’s note: Further investigation is required to determine if similar analytics (e.g., radio resource related analytics) are defined across SA WG2, SA WG5, and SA WG6. 
	ML Model inference

	TSG (TS/TR)
	Service/API Type
	Service/API/IOC Name
	Description [Consumer, Producer]

	SA WG2 TS 23.288 [8]
	Network Data Analytics Subscription Services
	Nnwdaf_AnalyticsSubscription_Subscribe

	The consumer subscribes for network data analytics and optionally its corresponding analytics accuracy information with specific parameters.

Consumer: PCF, NSSF, AMF, SMF, NEF, AF, OAM, CEF, NWDAF, DCCF, LMF
Producer: NWDAF AnLF

	
	
	Nnwdaf_AnalyticsSubscription_Unsubscribe

	The consumer unsubscribes for network data analytics.

Consumer: PCF, NSSF, AMF, SMF, NEF, AF, OAM, CEF, NWDAF, DCCF, LMF
Producer: NWDAF AnLF

	
	
	Nnwdaf_AnalyticsSubscription_Notify

	The NWDAF notifies the analytics and optionally Analytics Accuracy Information to the consumer which has subscribed to the NWDAF analytics subscription service.

Consumer: PCF, NSSF, AMF, SMF, NEF, AF, OAM, CEF, NWDAF, DCCF, LMF
Producer: NWDAF AnLF

	
	
	Nnwdaf_AnalyticsSubscription_Transfer

	The consumer NWDAF requests NWDAF for transferring analytics subscriptions from the consumer NWDAF.

Consumer: NWDAF AnLF

Producer: NWDAF AnLF

	
	Network Data Analytics Information Services
	Nnwdaf_AnalyticsInfo_Request

	The consumer requests NWDAF operator specific analytics and optionally Analytics Accuracy Information with specific parameters.
Consumer: PCF, NSSF, AMF, SMF, NEF, AF, OAM, CEF, NWDAF, DCCF, LMF
Producer: NWDAF AnLF

	
	
	Nnwdaf_AnalyticsInfo_ContextTransfer

	The consumer NWDAF requests NWDAF to transfer context information related to analytics subscriptions.

Consumer: NWDAF AnLF

Producer: NWDAF AnLF

	
	Network Data Roaming Analytics Services
	Nnwdaf_RoamingAnalytics_Subscribe

	The consumer subscribes for network data analytics related to roaming UEs.

Consumer: H-RE-NWDAF, V-RE-NWDAF

Producer: H-RE-NWDAF, V-RE-NWDAF

	
	
	Nnwdaf_RoamingAnalytics_Unsubscribe

	The consumer unsubscribes for network data analytics related to roaming UEs.

Consumer: H-RE-NWDAF, V-RE-NWDAF

Producer: H-RE-NWDAF, V-RE-NWDAF

	
	
	Nnwdaf_RoamingAnalytics_Notify

	The NWDAF notifies the analytics related to roaming UE(s) to the consumer which has subscribed to the NWDAF roaming analytics subscription service.

Consumer: H-RE-NWDAF, V-RE-NWDAF

Producer: H-RE-NWDAF, V-RE-NWDAF

	
	
	Nnwdaf_RoamingAnalytics_Request

	The consumer requests NWDAF operator specific related to roaming UEs.
Consumer: H-RE-NWDAF, V-RE-NWDAF

Producer: H-RE-NWDAF, V-RE-NWDAF

	SA WG5 TS 28.105 [9] & SA WG5 TS 28.104 [y]
	Management Data Analytics Services
	MDARequest
	It represents the management data analytics output request which is created by an MDA MnS consumer towards the MDA MnS producer.
Consumer: Any authorized network function, any authorized management function, operator

Producer: Any function that is capable of producing management data analytics

	
	
	MDAReport
	It represents the management data analytics report containing the outputs for one or more MDA types delivered to the MDA consumer who has requested for management data analytics.
Consumer: Any authorized network function, any authorized management function, operator

Producer: Any function that is capable of producing management data analytics

	
	ML inference related management services
	AIMLInferenceReport
	It represents a report generated by an AIMLInferenceFunction providing information inference outputs from one or more ML models.

Consumer: Any authorized network function, any authorized management function, operator

Producer: Any function that is capable of producing ML model inference

	SA WG6 TS 23.436 [33]
	SS_ADAE_VAL_performance_analytics
	VAL_performance_analytics_subscribe
	The consumer subscribes for VAL performance analytics. 

Consumer: VAL server

Producer: ADAE server

	
	
	VAL_performance_analytics_notify
	The consumer is notified by ADAES on the VAL performance analytics.
Consumer: VAL server
Producer: ADAE server

	
	SS_ADAE_slice_performance_analytics
	slice_performance_analytics_subscribe
	The consumer subscribes for slice specific performance analytics.
Consumer: VAL server
Producer: ADAE server

	
	
	slice_performance_analytics_notify
	The consumer is notified by ADAES on the slice specific performance analytics.
Consumer: VAL server
Producer: ADAE server

	
	SS_ADAE_UE-to-UE_performance_analytics
	UE-to-UE performance_analytics_subscribe
	The consumer subscribes for UE-to-UE performance analytics.

	
	
	UE-to-UE performance_analytics_notify
	The consumer is notified by ADAES on the slice specific performance analytics.
Consumer: VAL server
Producer: ADAE server

	
	SS_ADAE_server-to-server_performance_analytics
	server-to-server_performance_analytics_subscribe
	The consumer subscribes to the ADAE server for Server-to-server performance analytics.
Consumer: VAL server, EES
Producer: ADAE server

	
	
	server-to-server_performance_analytics_notify
	The consumer is notified by the ADAE server on the Server-to-server performance analytics.
Consumer: VAL server, EES
Producer: ADAE server

	
	SS_ADAE_location_accuracy_analytics
	Location_accuracy_analytics_subscribe
	The consumer subscribes for location accuracy analytics.
Consumer: VAL server
Producer: ADAE server

	
	
	Location_accuracy_analytics_notify
	The consumer is notified by ADAES on the location accuracy analytics.
Consumer: VAL server
Producer: ADAE server

	
	SS_ADAE_service_API_analytics
	Service_API_analytics_subscribe
	The consumer subscribes for service API analytics.
Consumer: VAL server, Subscriber, API invoker
Producer: ADAE server

	
	
	Service_API_analytics_notify
	The consumer is notified by ADAES on the location accuracy analytics.
Consumer: VAL server, Subscriber, API invoker
Producer: ADAE server

	
	SS_ADAE_slice_usage_pattern_analytics
	slice_usage_pattern_analytics_subscribe
	The consumer subscribes for slice usage pattern analytics.
Consumer: VAL server, SEAL server
Producer: ADAE server

	
	
	slice_usage_pattern_analytics_notify
	The consumer is notified by ADAES on the slice usage pattern analytics.
Consumer: VAL server, SEAL server
Producer: ADAE server

	
	SS_ADAE_edge_analytics
	edge_analytics_subscribe
	The consumer subscribes for edge load analytics.
Consumer: VAL server, ECS, EES
Producer: ADAE server

	
	
	edge_analytics_notify
	The consumer is notified by ADAES on the edge load analytics.
Consumer: VAL server, ECS, EES
Producer: ADAE server

	
	
	edge_analytics_get
	The consumer requests edge analytics data.
Consumer: VAL server, ECS, EES
Producer: ADAE server

	
	SS_ADAES_slice_usage_stats
	slice_usage_stats_get
	The consumer requests and receives slice usage statistics from ADAE server.
Consumer: VAL server
Producer: ADAE server

	
	SS_ADAES_edge_preparation_analytics
	edge_preparation_analytics_subscribe
	The consumer subscribes for edge computing preparation analytics.
Consumer: VAL server, ECS, EES
Producer: ADAE server

	
	
	edge_preparation_analytics_notify
	The consumer is notified by the ADAE server on the edge computing preparation analytics.
Consumer: VAL server, ECS, EES
Producer: ADAE server

	
	
	edge_preparation_analytics_get
	The consumer requests edge computing preparation analytics
Consumer: VAL server, ECS, EES
Producer: ADAE server

	
	SS_ADAE_collision_detection_analytics
	collision_detection_analytics_subscribe
	The consumer subscribes for collision detection analytics.
Consumer: VAL server, LM server, UAE server, UAS application specific server
Producer: ADAE server

	
	
	collision_detection_analytics_notify
	The consumer is notified by the ADAE server on collision detection analytics.
Consumer: VAL server, LM server, UAE server, UAS application specific server
Producer: ADAE server

	
	
	collision_detection_analytics_get
	The consumer requests collision detection analytics.
Consumer: VAL server, LM server, UAE server, UAS application specific server
Producer: ADAE server

	
	SS_ADAE_location-related_UE_group_analytics
	location-related_UE_group_analytics_subscribe
	The consumer subscribes for location-related UE group analytics.
Consumer: LM server
Producer: ADAE server

	
	
	location-related_UE_group_analytics_notify
	The consumer is notified by the ADAE server on location-related UE group analytics.
Consumer: LM server
Producer: ADAE server

	
	
	location-related_UE_group_analytics_get
	The consumer requests location-related UE group analytics.
Consumer: LM server
Producer: ADAE server

	
	SS_ ADAE_AIML_member_capability_analytics
	AIML_member_capability_analytics_subscribe
	The consumer subscribes for application layer AIML member capability analytics.
Consumer: VAL server, AIMLE server
Producer: ADAE server

	
	
	AIML_member_capability_analytics_notify
	The consumer is notified by the ADAE server on application layer AIML member capability analytics.
Consumer: VAL server, AIMLE server
Producer: ADAE server

	
	
	AIML_member_capability_analytics_get
	The consumer requests application layer AIML member capability analytics.
Consumer: VAL server, AIMLE server
Producer: ADAE server


Table 6.3.X-x: ML model inference related services and operations as specified across 3GPP WGs
[1842_Nokia_end]

[1843_Nokia]

6.3.X
Analysis on data collection for AI/ML
The analysis focuses on the specifications from SA WG2, SA WG6 and RAN WG3, considering these are the working groups defining services and operations related to data collection for AI/ML in 3GPP Release 18. SA WG1, SA WG3, SA WG4, SA WG5, RAN WG1 and RAN WG2 have not defined any services or operations related to data collection for AI/ML in Release 18. SA WG5 specifies generic (not AI/ML-specific) data management services for collecting management data, traces and performance measurements from the network functions [y].

Table 6.3.X-x provides a detailed overview of the specific services defined by each working group. 

The key findings from the analysis are as follows:

· SAWG2: Defines multiple network functions capable of producing data collection services and defines a function for data storage related services. Defines data collection for AI/ML services through a clear consumer-producer relationship.
· SA WG6: Defines network functions similar to those in SA WG2. Data collection services defined for A-DCCF are generic while data collection and data storage services defined for A-ADRF are a mix of generic and use case specific.
· RAN WG3: Defines data collection messages exchanged between two gNBs over the Xn interface. It is to be noted that procedures used for AI/ML support in the NG-RAN shall be “data type agnostic”, which means that the intended use of the data (e.g., input, output, feedback) shall not be indicated.

Editors’ note:
This analysis is based on Release 18 and does not consider Release 19. Further analysis needs to be conducted as Release 19 matures and normative work progresses. 

While SA WG2 and SA WG6 both define generic data collection services, their approaches to data storage and retrieval are different. SA WG2 defines generic data storage and retrieval services that can be supported by an entity (ADRF) and requested by another entity but SA WG6 defines both generic and individual services (related to each analytics type) for storing and retreiving data, lacking a generic analytics service definition as seen in SA WG2. RAN WG3 operates independently and is unrelated to services defined in SA WGs and therefore can coexist.
	Data Collection for AI/ML

	TSG (TS/TR)
	Service/API/Message Type
	Service/API/IOC/Message Name
	Description [Consumer, Producer]

	SA WG2 TS 23.288 [8]
	NWDAF Data Management services
	Nnwdaf_DataManagement_Subscribe
	The consumer subscribes to data exposed by an NWDAF. It can be historical data or runtime data. The subscription includes service operation specific parameters that identify the data to be provided and may include formatting and processing instructions that specify how the data is to be delivered to the consumer.
Consumer: NWDAF, DCCF

Producer: NWDAF

	
	
	Nnwdaf_DataManagement_Unsubscribe
	The consumer unsubscribes to the data exposed by an NWDAF.
Consumer: NWDAF, DCCF

Producer: NWDAF

	
	
	Nnwdaf_DataManagement_Notify
	The NWDAF notifies the consumer of the requested data or notifies of the availability of previously subscribed data when delivery is via an NWDAF. The NWDAF may also notify the consumer when Data or Analytics is to be deleted.
Consumer: NWDAF, DCCF, MFAF, ADRF

Producer: NWDAF

	
	
	Nnwdaf_DataManagement_Fetch
	The consumer retrieves from the NWDAF subscribed data, as indicated by Fetch Instructions from Nnwdaf_DataManagement_Notify.

Consumer: NWDAF, DCCF, MFAF, ADRF

Producer: NWDAF

	
	NWDAF Roaming Data services
	Nnwdaf_RoamingData_Subscribe
	The consumer subscribes for input data related to roaming UE(s) for NWDAF analytics. The subscription includes service operation specific parameters that identify the data to be provided and may include formatting and processing instructions that specify how the data is to be delivered to the consumer.
Consumer: H-RE-NWDAF, V-RE-NWDAF

Producer: H-RE-NWDAF, V-RE-NWDAF

	
	
	Nnwdaf_RoamingData_Unsubscribe
	The consumer unsubscribes to input data related to roaming UE(s).
Consumer: H-RE-NWDAF, V-RE-NWDAF

Producer: H-RE-NWDAF, V-RE-NWDAF

	
	
	Nnwdaf_RoamingData_Notify
	NWDAF notifies the consumer about input data related to roaming UE(s) that the consumer has subscribed to.
Consumer: H-RE-NWDAF, V-RE-NWDAF

Producer: H-RE-NWDAF, V-RE-NWDAF

	
	DCCF Data Management Services
	Ndccf_DataManagement_Subscribe
	The consumer subscribes to receive data or analytics from the DCCF. The subscription includes service operation specific parameters that identify the data or analytics to be provided and may include formatting and processing instructions that specify how the data is to be delivered to the consumer. The consumer may also request that data be stored in an ADRF or an NWDAF hosting ADRF functionality.
Consumer: NWDAF, PCF, NSSF, AMF, SMF, NEF, AF, ADRF
Producer: DCCF

	
	
	Ndccf_DataManagement_Unsubscribe
	The consumer unsubscribes to DCCF for data or analytics.

Consumer: NWDAF, PCF, NSSF, AMF, SMF, NEF, AF, ADRF
Producer: DCCF

	
	
	Ndccf_DataManagement_Notify
	DCCF notifies the consumer instance of the requested data or analytics  according to the request or notifies of the availability of previously subscribed Data or Analytics when data delivery is via the DCCF. The DCCF may also notify the consumer instance when Data or Analytics is to be deleted.
Consumer: NWDAF, PCF, NSSF, AMF, SMF, NEF, AF, ADRF
Producer: DCCF

	
	
	Ndccf_DataManagement_Fetch
	The consumer retrieves from the DCCF, data or analytics as indicated by Ndccf_DataManagement_Notify Fetch Instructions.
Consumer: NWDAF, PCF, NSSF, AMF, SMF, NEF, AF, ADRF
Producer: DCCF

	
	
	Ndccf_DataManagement_Transfer
	The Source DCCF transfers UE data subscription context to the target DCCF.
Consumer: DCCF

Producer: DCCF

	
	MFAF Data Management Services
	Nmfaf_3daDataManagement_Configure
	The consumer configures or reconfigures the MFAF to map data or analytics received by the MFAF to out-bound notification endpoints and to format and process the out-bound data or analytics.
Consumer: DCCF, NWDAF

Producer: MFAF

	
	
	Nmfaf_3daDataManagement_Deconfigure
	The consumer configures the MFAF to stop mapping data or analytics received by the MFAF to one or more out-bound notification endpoints.

Consumer: DCCF, NWDAF

Producer: MFAF

	
	
	Nmfaf_3caDataManagement_Notify
	MFAF provides data or analytics or notification of availability of data or analytics to notification endpoints.
Consumer: NWDAF, PCF, NSSF, AMF, SMF, NEF, AF, ADRF
Producer: MFAF

	
	
	Nmfaf_3caDataManagement_Fetch
	The consumer retrieves from the MFAF, data or analytics as indicated by Nmfaf_3caDataManagement_Notify Fetch Instructions.
Consumer: NWDAF, PCF, NSSF, AMF, SMF, NEF, AF, ADRF
Producer: MFAF

	
	ADRF Data Management Services
	Nadrf_DataManagement_StorageRequest
	The consumer NF uses this service operation to request the ADRF to store data or analytics. Data or analytics are provided to the ADRF in the request message.
Consumer: DCCF, NWDAF, MFAF

Producer: ADRF

	
	
	Nadrf_DataManagement_StorageSubscriptionRequest
	The consumer (NWDAF or DCCF) uses this service operation to request the ADRF to initiate a subscription for data or analytics. Data or analytics provided in notifications as a result of the subsequent subscription by the ADRF are stored in the ADRF.
Consumer: NWDAF, DCCF

Producer: ADRF

	
	
	Nadrf_DataManagement_StorageSubscriptionRemoval
	The consumer NF uses this service operation to request that the ADRF no longer subscribes to data or analytics it is collecting and storing.
Consumer: NWDAF, DCCF

Producer: ADRF

	
	
	Nadrf_DataManagement_RetrievalRequest
	The consumer NF uses this service operation to retrieve stored data or analytics from the ADRF. The Nadrf_DataManagement_RetrievalRequest response either contains the data or analytics or provides instructions for fetching the data or analytics.
Consumer: NWDAF, DCCF

Producer: ADRF

	
	
	Nadrf_DataManagement_RetrievalSubscribe
	The consumer NF uses this service operation to retrieve stored data or analytics from the ADRF and to receive future notifications containing the corresponding data or analytics received by ADRF.
Consumer: NWDAF, DCCF

Producer: ADRF

	
	
	Nadrf_DataManagement_RetrievalUnsubscribe
	The consumer NF uses this service operation to request that the ADRF no longer sends data or analytics to a notification endpoint.
Consumer: NWDAF, DCCF

Producer: ADRF

	
	
	Nadrf_DataManagement_RetrievalNotify
	This service operation provides consumers with either data or analytics from an ADRF, or instructions to fetch the data or analytics from an ADRF. The notifications are provided to consumers that have subscribed using the Nadrf_DataManagement_RetrievalSubscribe service operation.
Consumer: NWDAF, DCCF

Producer: ADRF

	
	
	Nadrf_DataManagement_Delete
	This service operation instructs the ADRF to delete stored data.

Consumer: NWDAF, DCCF

Producer: ADRF

	TS 23.436 [36]
	A-ADRF Data Collection APIs
	SS_AADRF_Data_Collection Subscribe
	The consumer subscribes for offline data from A-ADRF.
Consumer: ADAES

Producer: A-ADRF

	
	
	SS_AADRF_Data_Collection Notify
	The consumer is receiving the offline data from A-ADRF as notification, based on subscription.
Consumer: ADAES

Producer: A-ADRF

	
	
	SS_ AADRF_Historical_ServiceAPI_Logs Get
	The consumer requests API logs from A-ADRF.
Consumer: ADAES

Producer: A-ADRF

	
	
	SS_AADRF_NetworkSlice_Data Get
	The consumer requests network slice data from A-ADRF.

Consumer: ADAES

Producer: A-ADRF

	
	
	SS_AADRF_Location_Accuracy_Data Get
	The consumer is receiving offline location analytics/data from A-ADRF.
Consumer: ADAES

Producer: A-ADRF

	
	
	SS_AADRF_EdgeData_Collection Subscribe
	The consumer subscribes for offline edge data from A-ADRF.
Consumer: ADAES

Producer: A-ADRF

	
	
	SS_AADRF_EdgeData_Collection Notify
	The consumer is receiving the offline edge data from A-ADRF as notification, based on subscription.
Consumer: ADAES

Producer: A-ADRF

	
	
	SS_AADRF_Edge_Preparation_Data Get
	The consumer is receiving offline edge computing preparation data from the A-ADRF.
Consumer: ADAES

Producer: A-ADRF

	
	
	SS_AADRF_Data_Storage Request Subscription
	The consumer requests A-ADRF to subscribe for data or analytics from ADAE server or A-DCCF for store. This service operation provides parameters needed by the A-ADRF to initiate the subscription (to an ADAE server or A-DCCF). 
Consumer: ADAE server, A-DCCF
Producer: A-ADRF

	
	
	SS_AADRF_Data_Storage Store Data
	The consumer requests A-ADRF to store data or analytics from ADAE server or A-DCCF. Data or analytics are provided to the A-ADRF in the request message.
Consumer: ADAE server
Producer: A-ADRF

	
	
	SS_ADRF_ ServerToServer_Analytics Get
	The consumer is receiving offline server-to-server analytics/data from A-ADRF.
Consumer: ADAES

Producer: A-ADRF

	
	A-DCCF Data Collection APIs
	SS_ADCCF_Data_Collection Subscribe
	The consumer subscribes to receive data or analytics from A-DCCF. The subscription includes service operation specific parameters that identify the data or analytics to be provided.
Consumer: ADAE server
Producer: A-DCCF

	
	
	SS_ADCCF_Data_Collection Notify
	The A-DCCF notifies the consumer of the requested data or analytics according to the request or notifies of the availability of previously subscribed data or analytics when data delivery is via the A-DCCF. The A-DCCF may also notify the consumer when data or analytics is to be deleted.
Consumer: ADAE server
Producer: A-DCCF

	
	
	SS_ADCCF_Data_Collection Get
	The consumer retrieves data or analytics from the A-DCCF.
Consumer: ADAE server
Producer: A-DCCF

	RAN WG3 TS 38.423 [15]
	Data Collection procedures
	DATA COLLECTION REQUEST
	NG-RAN node 1 initiates the procedure by sending the DATA COLLECTION REQUEST message to NG-RAN node 2 to start information reporting or to stop information reporting. Upon receipt, NG-RAN node 2:
· shall initiate the requested information reporting according to the parameters given in the request in case the Registration Request for Data Collection IE is set to "start"; or

· shall stop all measurements and predictions and terminate the reporting in case the Registration Request for Data Collection IE is set to "stop".
Report Characteristics for Data Collection IE in the DATA COLLECTION REQUEST message indicates the type of objects NG-RAN node 2 performs measurements or predictions on.

	
	
	DATA COLLECTION RESPONSE
	If NG-RAN node 2 is capable of providing all of the requested information, it shall initiate the information reporting as requested by NG-RAN node 1 and respond with the DATA COLLECTION RESPONSE message.

If NG-RAN node 2 is capable of providing some but not all of the requested information, it shall initiate the information reporting for the admitted requested information and include the Node Measurement Initiation Result List IE or the Cell Measurement Initiation Result List IE or both in the DATA COLLECTION RESPONSE message.

	
	
	DATA COLLECTION FAILURE
	If none of the requested information can be initiated, NG-RAN node 2 shall send the DATA COLLECTION FAILURE message with an appropriate cause value.

	
	
	DATA COLLECTION UPDATE
	NG-RAN node 2 shall include in the DATA COLLECTION UPDATE message one or more of the following IEs based on the request: SSB Area Radio Resource Status List IE, Predicted Radio Resource Status, Predicted Number of Active UEs, Predicted RRC Connections, Average UE Throughput DL, Average UE Throughput UL, Average Packet Delay, Average Packet Loss, Energy Cost and Measured UE Trajectory. These IEs are specified in Rel. 18 to support three AI/ML for NG-RAN use cases, i.e., Energy Saving, Load Balancing and Mobility Optimization.


Table 6.3.X-x: Data Collection for AI/ML related services and operations as specified across 3GPP WGs
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